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ABSTRACT
Immersive Environments (IE) offer users the experience of being
submerged in a virtual space, effectively transcending the bound-
ary between the real and virtual world. We present a framework for
visualization and manipulation of 3D virtual environments in which
users need not resort to the awkward command vocabulary of tradi-
tional keyboard-and-mouse interaction. We have adapted the trans-
parent toolglass paradigm as a gestural interface widget for a spa-
tially immersive environment. To serve that purpose, we have im-
plemented a bimanual gestural interpreter and parser to recognize
and translate a user’s actions into commands for the toolglasses.
In order to satisfy a primary design goal of keeping the user com-
pletely untethered, we use purely video-based tracking techniques.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Representation (HCI)]: User
Interfaces—Graphical user interfaces, Interaction styles, Theory
and methods

Keywords
Immersive Environment, Toolglass, Bimanual Interaction, Scene
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1. INTRODUCTION
We present a framework for a fully immersive 3D computer-

augmented environment aimed to improve visualization for 3D ap-
plications. Immersive environments are well-suited for such ap-
plications as they allow users to work and interact within the vir-
tual space while being physically and perceptually surrounded by
displays on which the synthetic world is rendered. Ultimately, a
user should receive no percepts that violate the congruence between
physical and virtual reality.

The architecture for such an environment should be as natural as
possible, allowing users to see the virtual world and directly inter-
act with it without the use of intermediate hardware such as gloves,
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3D-mouse, or VR headgear. This leads to the requirement that the
system bewalk in and use, in the sense that the user should not
have to don any special apparatus before being able to interact with
the environment. Further, because much of human interaction with
the physical world occurs through gesture such as gripping, manip-
ulating and releasing, we wish to employ the same paradigm for
our interactions in the virtual world.

A user of the proposed system employs two hands to control the
environment by manipulating a virtual interface widget, which we
refer to as apieglass. This widget is based on the transparent tool-
glass, and serves as a mapping layer between gestures and actions
specific to an application. The user grasps a widget with one hand
while applying actions with the other, hence the system is designed
with the properties of two-handed interaction in mind.

In the following sections, previous work in related fields is de-
scribed including immersive environments, bimanual interaction,
and toolglass interfaces. An overview of the research framework
and its system architecture is provided in the context of the McGill
Shared Reality Environment (SRE). Finally, future research direc-
tions are explored.

Figure 1: Scene modelling application with embedded remote
participant.

2. RELATED WORK
Immersive environments often follow the architecture proposed

by the Cave Automated Virtual Environment (CAVE) [5]. Systems
based on CAVElib typically consist of a cube with rear-projection
displays, where stereoscopic video is provided by the use of shutter
glasses. AscensionFlock of Birdsor other 3D positioning sensors
track the position of the user for perspective correction. With in-
creasing graphics performance of current computer hardware, many
other systems have emerged including as X-Rooms [11], BNAVE
[13], Chromium [10], and Blue-C [6].
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Providing natural and efficient control techniques in an immer-
sive or large-screen environment is a difficult problem. Gesture-
based interaction is a natural choice that relates to real-world hu-
man interaction, and several projects have considered gestures for
typical tasks. For example, metaphors for navigation in a virtual
world has been explored by Ware & Osborne [15], such as holding
a camera in one’s hand, holding the world in one’s hand, or using
the hand to control a virtual flying vehicle. Apart from navigational
tasks, researchers such as Pierce et al [14] describe numerous ges-
tural primitives for object selection and manipulation. Examples
include resting objects on the palm of the hand, using two hands to
frame and object, or pinching an object between two fingers. Work
by Balakrishnan & Kurtenbach [2] has gone into combining these
tasks into a bimanual system, where navigation and object manip-
ulation is divided between two hands.

These methods however tend to be applied to simple tasks or
application-specific systems, thus allowing for gestures to be mapped
directly to actions on the virtual world. We propose a more generic
style of interaction where gestures are used to control menu-like
widgets. The widgets proposed are based on a combination of the
transparent toolglass proposed by Bier et al [3] and pie menus pro-
posed by Hopkins [9].

3. ARCHITECTURAL FRAMEWORK
In order to deploy an immersive environment that uses unteth-

ered gestures as input, we combine several architectural compo-
nents. The user is surrounded by an immersive display, and cam-
eras are used to track gestures that the user performs.

3.1 Immersive Environment
The Shared Reality Environment (SRE) at McGill University is

a spatially immersive physical space that is similar to the original
CAVE, in that it uses display surfaces forming three sides of a 2.5m
cube. An optimized graphics renderer based on OpenGL has been
implemented, calledQave. Qave offers higher frame-rate and is
more streamlined for our application than the similar CAVELib.
It uses monoscopic rear-projection rather than a stereoscopic ap-
proach since our design goal of awalk in and usesystem precludes
the use of extraneous gear such as stereoscopic goggles. The user
is not constrained to stand in a specific location, sinceoff-axis pro-
jection [5] is used and frustums for each projection are constantly
updated to provide the correct perspective.

The framework has also been extended to be used by multi-
ple remote participants or viewers, by means of a high-efficiency
network transport mechanism [4] that distributes NTSC video and
multichannel audio. This permits sound spatialization to be used
in conjunction with video avatars of remote participants, as seen in
Figure 1.

3.2 Video Tracking
To allow for untetheredsensing of human motion, only video

cameras are employed, thus freeing the user from body-worn sen-
sors or other special clothing. The tracking algorithms make use
of several strategically placed cameras that view the user from the
top, front, and side of the space. A gesture recognition system uses
these cameras to track the position of the user’s head and hands
over time.

To accomplish this, the physical space that the user stands in is
modelled in three dimensions, with the origin at the center. Cam-
eras are aligned so that coordinates returned from feature extraction
algorithms can be combined with other camera views to estimate
the true 3D position of an object.

For the feature extraction process, we use a combination of back-
ground removal via image differencing, and skin colour segmenta-
tion. Bounding boxes are formed for blobs of connected pixels that
represent each hand, the user’s head, and the user’s entire body.
Center of mass calculations are made for these blobs, providing es-
timates of current body posture. Uncertainties do however arise due
to problems of occlusion, varying illumination, false positives due
to skin-like colours (eg. wood surfaces), and poor pixel connectiv-
ity. For reliable tracking and minimization of tracking noise, the
CONDENSATION algorithm [12] is being explored to model these
uncertainties.

3.3 Gestural Interface
As a first step of the gesture recognition process, we must deter-

mine whether the detected user motion was intentional and mean-
ingful in the current context. In terms of mappings, some are rela-
tively obvious, such as grabbing or pointing to an object of interest,
while others, such as modifying a texture or adjusting the proper-
ties of a light source, have no direct physical equivalent. While one
may be tempted to assign the latter group to non-obvious gestures
we should be aware that as we increase the number of gestures, we
increase the need for sensing technology more precise than simple
video-based tracking.

We could assist the user in this regard by taking advantage of
the multimodal and immersive nature of the environment, for ex-
ample, using voice commands to select attributes that are not easily
specified by gestures. However, until we have an opportunity to in-
corporate speech recognition or other non-gestural input modalities
into the environment, we wish to provide a mechanism for carrying
out actions for which no obvious mappings to a gestural vocabu-
lary exist. This motivates the use of a menu hierarchy based on
the pieglass widget and the development of a simple gesture set for
interacting with the widgets in an immersive context.

4. PIEGLASS & BIMANUAL INTERACTION
Virtual interface widgets have been designed, called pieglasses,

and are used as a mapping layer between gestures and their corre-
sponding effects. This permits rich and diverse interaction while
keeping the core two-handed gesture set simpler.

4.1 Pieglass Metaphor

Figure 2: typical pieglass showing file management operations.

Our pieglass metaphor, illustrated in figure 2, is an extension of
the transparent toolglass proposed by Bier et al [3], which is an im-
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(a) Standby (b) Pieglass Pointing (c) Pieglass Selection (d) Wedge Selection (e) Deselection

Figure 3: Gestural interaction with the pieglass metaphor.

proved palette or tool that allows the user to select an option and
target simultaneously with one click. The pieglass uses the same
technique, yet it is used for all menu functions and is structured
differently. Each pieglass is composed of a semi-translucent cir-
cular menu, angularly partitioned into pie-like wedges where each
wedge represents a unique action within the context of the pieglass.
An action is executed byclicking througha wedge, and the action
is applied (in general) to the object directly behind the pieglass. We
adopt this paradigm to facilitate the construction of complex, mov-
able, andsee-throughmenus whose actions can be applied to the
underlying objects.

Early feedback with a small focus group led to the development
of a number of novel features. In order to improve visibility of sys-
tem status, aPieglass rack(fig. 2(A)) consisting of multiple pie-
glasses was arranged across the screen. Each pieglass is therefore
more semantically coherent, and has fewer available actions visi-
ble. Captions(fig. 2(B)) above each pieglass in the rack indicates
their high-level functionality, and more feedback is now available
to the user. It was also observed that the basic visual affordance of
a handle attachment(fig. 2(C)) to the widget was evocative of an
object that could be grabbed and moved about in space - an espe-
cially important affordance for new users in an immersive environ-
ment. The collection of pieglasses could also be further partitioned
by colouring these handles according to logical categories. For ex-
ample, separating those that operate on specific objects from those
whose actions affect the global environment.

Since the software framework is intended for many different ap-
plications, we provide for flexible configuration of the available
operations through an XML file, which further specifies the layout
and properties of pieglasses. Custom wedges and actions can also
be programmed by users with specific needs by extending software
classes, building dynamically linked libraries and editing the XML
configuration file.

4.2 Gesture Set
There is an obvious disparity in the utility, and hence prefer-

ence for the use of our left and right hands for certain tasks, often
described ashandedness. Guiard [7] defines a number of rules re-
lated to this phenomenon. Most significantly, a typical two-handed
interaction usually begins with the non-preferred hand choosing a
frame of reference while the preferred hand then applies more pre-
cise motion, both spatially and temporally, to that reference.

Following Guiard’s principles, we use the direction of the pie-
glass handle as a bias to motivate the user to grab the widget with
the non-preferred hand,1 and select the wedge corresponding to the
desired action with the preferred hand. The target object or position
for the action is found by a projection of the user’s view through the
crosshair-likecenter of the pieglass.

The use of pieglasses allows a greatly simplified gesture set since

1For example, in the case of right-handed users, the pieglass handle
descends to the left.

all actions on the system can be performed through the use of these
menus. A complex gesture syntax need not be defined, and instead
a deictic gesture metaphor is used where the widgets are controlled
by simple pointing gestures. By holding an arm partially extended,
a virtual cursor is moved in an arc about the user according to the
hand motion. There are two such cursors, one for each hand. To
select or invoke actions, the user simply extends the appropriate
hand in the direction of the target.

Figure 3 shows an example of using this method to move a sofa
to the right. To begin, it is assumed that the user stands in the
center of the environment, with both hands at rest (fig. 3(a)). The
non-preferred hand will point to a pieglass in the rack (fig. 3(b))
then fully extend to grasp it (fig. 3(c)). Once grasped, the pieglass
attaches itself to the cursor and moves with the non-preferred hand.
The user positions it over a target, then the preferred hand is used
to point to a desired pieglass wedge. Once the correct wedge is
highlighted, the user fully extends the hand to invoke the action
for that wedge (fig. 3(d)). In the example shown, this results in a
translationaction that moves the sofa to the right.

5. DISCUSSION AND FUTURE WORK
Since the proposed framework remains an ongoing research ef-

fort, several components still need to be implemented and tested
with experimental studies on real subjects. Additional implemen-
tation effort is required to permit complete configurability through
XML files and further aesthetic modifications are needed such as
hiding the pieglass rack when it is not needed.

5.1 Interface Paradigm
Several unexpected consequences of the pieglass metaphor were

discovered as a result of the design process. Early paper proto-
typing of the modelling system used pieglasses which were merely
circular menus without the handle shown in Figure 2. Given this
design, early evaluations showed that 8 out of 12 users didnot ini-
tially assume that the pieglasses were movable, and did not attempt
to grab them without instruction. This resulted in perhaps the most
significant change to the original design, which was the addition of
a graspable handle protruding from the pieglass menu. With this
attachment, the widget takes on the familiar shape of a magnifying
glass, and with itall subsequent test users immediately recognized
the interaction paradigm. This could indicate a general preference
of users for graphical widgets to resemble familiar, real-world ob-
jects.

From a technical standpoint, hand detection by video for biman-
ual interaction is much easier if the extremities are separated in
space. The handle attachment naturally separates the hands and
hence occlusion problems can be avoided while maintaining the ad-
vantages of the pieglass. While improvements to the video tracking
sytstem are continuously being explored, separating the graspable
area from functional areas results in a more comfortable partition-
ing of the visual space.
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5.2 Architecture
Preliminary benchmarks with our new Qave graphical engine

indicate that consumer-grade graphic cards can provide levels of
graphics performance easily exceeding that provided by the far
more expensive SGI Onyx II only a few years earlier. To solve
the problem of large surface high resolution display, we plan on
exploring PC-based clustered rendering methods, where a number
of graphics cards on separate PCs are used to drive multiple front-
and back-projected surfaces. This requires frame synchronization,
provided either by hardware or software [1]. A related issue is the
coordination of multiple overlapping projectors to render a coher-
ent scene and eliminate front-projection shadows through closed-
loop analysis by calibrated cameras [8].

5.3 Empirical Testing
Given more advanced gesture recognition technology, one av-

enue of exploration would be to add the ability to grab, move and
manipulate arbitrary virtual objects in the scene. This would al-
low the user to bypass the pieglass layer for simple tasks such as
translation of an object. Empirical comparisons of such interaction
techniques with that of the pieglass would then be possible. Simi-
larly, formal studies on the differences between unimanual pieglass
interaction and complex bimanual gestural interaction are being un-
dertaken and the result will be reported elsewhere. This work will
examine the codependence of the pieglass metaphor with bimanual
interaction in terms of efficiency, naturalness, and cognitive princi-
ples. As another empirical study, it would be worth investigating
the benefits of pieglass menus over both classical linear menus and
a complex set of gestures.

6. CONCLUSIONS
The framework presented here introduces the infrastructure needed

to interact with an immersive environment where two-handed ges-
tures are employed to control virtual interface widgets, which in
turn, act on the environment. The pieglass layer separates gesture
recognition technology from the core of the application, thus cre-
ating a framework that is sufficiently general to evolve for future
needs. Our prototype application involves 3D scene creation by
placing and manipulating models in the environment.

The video-based gesture recognition system is currently employed
to track simple two-handed gestures. As mentioned earlier, much
of the limitations of this framework involve the limited fidelity of
tracking, and is thus an important area of improvement for our
ongoing research. Another challenge is increasing the rendering
performance of the system. As synthetic worlds become increas-
ingly rich, the necessary processing power for real-time graphics
increases accordingly. We believe that this can best be addressed
by a PC-based clustered rendering approach.

To conclude, we argue that this framework will provide a valu-
able infrastructure for research of new two-handed interaction meth-
ods, in particular for immersive environments, in which the tradi-
tional unimanual point-and-click paradigm is either inappropriate
or insufficient to cope with the demands made on users.
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