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ABSTRACT

We investigated dynamic target acquisition within a 3D scene, ren-
dered on a 2D display. Our focus was on the relative effects of
specific perceptual cues provided as feedback. Participants were
asked to use a specially designed input device to control the po-
sition of a volumetric cursor, and acquire targets as they appeared
one by one on the screen. To compensate for the limited depth cues
afforded by 2D rendering, additional feedback was offered through
audio, visual and haptic modalities. Cues were delivered either as
discrete multimodal feedback given only when the target was com-
pletely contained within the cursor, or continuously in proportion
to the distance between the cursor and the target. Discrete feedback
prevailed by improving accuracy without compromising selection
times. Continuous feedback resulted in lower accuracy compared
to discrete. In addition, reaction to the haptic stimulus was faster
than for visual feedback. Finally, while the haptic modality helped
decrease completion time, it led to a lower success rate.

Index Terms: H.5.2 [Information Interfaces and Presenta-
tion]: User Interfaces—Auditory (non-speech) feedback, Evalua-
tion/Methodology, Haptic I/O, Input Devices and Strategies

1 INTRODUCTION

3D environments are gaining popularity beyond the fields of ani-
mation, graphic design or computer games. Facilitated by advances
in computer graphics hardware and the development of visual lan-
guages and symbologies that work in 3D [9], everyday users now
have access to and demand for simple applications that support 3D
displays rendered in a 2D setting, and supplemented with depth
cues. A common example is that of Google Earth, which allows
users to navigate satellite images of the Earth’s surface along lon-
gitude, latitude and height. In addition, many museums are now
providing 3D virtual displays to enable visitors to examine high-
resolution stereo models of valuable artifacts. However, elementary
tasks that are common in 2D displays, such as selection, navigation,
data input and manipulation cannot simply be imported into a 3D
scene. For instance, a point-and-click method using a 2D arrow
cursor would not be suitable for a volumetric target: an arrow and
target may appear to overlap one another, even if there is a differ-
ence in depth between their positions. In addition, since a sphere
rendered in 2D simply appears to be a disc, it is difficult to visually
gauge how far it extends into the screen. Furthermore, most cur-
rent 3D displays are only effective for precise navigation and po-
sitioning in specific circumstances, for instance, when good view-
ing angles or relevant positional cues such as shadows are available
[7]. Even in the presence of such advantages, limits of screen di-
mension or resolution can prevent them from being effective. As
a result, significant modifications of the content are often required
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when rendering 3D scenes in 2D on devices with limited display
capabilities, such as cell phones.

These observations motivate the development of improved
paradigms for 3D object instantiation, positioning, and other pa-
rameter control, which effectively capitalize on our perceptual ca-
pabilities. This problem can be divided into the actions or ges-
tures that the user needs to perform, the choice of sensor to acquire
these input gestures, and appropriate feedback to indicate to the
user what input has been recognized and/or what action has been
performed. Our study investigates the comparative performance
benefits of graphical, auditory, and haptic feedback, offered indi-
vidually or in combination, when working in a 3D environment. As
a starting point for such an effort, we consider the basic task of ob-
ject or target “selection” as the necessary initial action required for
almost all others.

2 RELATED WORK

2.1 3D Target Acquisition
Selection in 3D virtual reality can be accomplished through one
of two techniques: using 3D point cursors that directly map the
user’s hand to the location of a 3D ray cursor, known as ”hand ex-
tension”, or by means of aperture-based selection techniques that
project from the user’s hand a ray that intersects targets for selec-
tion. A well-known example of the latter is the ”laser gun” [5].
Ray cursors have been shown to result in faster reaction times [2],
but some problems with this technique arise in dense environments
where the ray might intersect multiple targets. Although a number
of ways have been proposed to overcome this problem, there is no
clear consensus on a solution that does not require a two-step se-
lection process, the latter of which is to disambiguate depth cues.
An alternative way to pointing in 3D environments is to use vol-
umetric cursors, which use the 3D point technique with a volume
rather than a point. This was found to be particularly useful for
overcoming problems that arise when small targets are to be se-
lected. In addition, this method is unaffected by the target density
of the environment, since the 3D cursor is mapped in a unique way
to the virtual reality coordinate system. However, a problem with
this approach is that depth cues are confusing when the cursor and
the target overlap, and it might be difficult for the user to decide
when the cursor is completely encircling the target. Zhai et al. [10]
refined this selection technique by introducing the silk cursor as
a volume with semi-transparent sides that can provide partial oc-
clusion when intersecting or positioned in front of a target. As a
result, users may employ depth cues to gauge the relative position
of the cursor and the target. Selection is performed by enveloping
the target within the cursor volume. The authors conducted a se-
ries of user tests to compare target acquisition using a volumetric
cursor with and without semi-transparent cues, in both stereoscopic
and monoscopic display conditions. The silk cursor technique was
found to be more significant than stereo in aiding task performance;
however, the authors noted that the lack of continuous depth cues
influenced the magnitude of errors.

Grossman and Balakrishnan [4] investigated pointing to 3D tar-
gets in 3D virtual environments. A classic selection approach, a
small cursor and a large target displayed as a 3D wireframe, were



used throughout the experiment. The task applied a reciprocal Fitts’
law, with participants alternating selections between two targets,
constrained to the xz-plane, and oriented in the direction of move-
ment. Target depth and width, direction of movement, and distance
to target all had a significant effect on trial completion time. Move-
ments in the z-axis were found to be the most error-prone.

2.2 Feedback in Target Acquisition
Akamatsu et al. [6] performed a study to compare various combi-
nations of tactile, auditory and visual feedback in a pointing task
using a mouse-like device in a 2D selection task on a computer
screen. They found no differences in overall response times or error
rates, but significant variations in final positioning times, with tac-
tile feedback offering the fastest performance, and visual the slow-
est. While the task was performed in a traditional 2D setting us-
ing a modified mouse, the authors provide a valuable overview and
comparison of feedback modalities and their effects on user per-
formance. Such concepts can subsequently be adapted to fit target
selection within 3D scenes rendered in 2D (environments typically
lacking in sufficient depth cues), and using input devices more suit-
able than the conventional mouse.

Cockburn and Brewster investigated multimodal feedback for
the acquisition of small targets [1]. They asked users to select two
thin vertical bars, in a reciprocal Fitts’ law task, in eight conditions:
audio (an audio cue was given when users were on target), tactile
(the mouse would vibrate at 200 Hz when users were on target),
sticky (the mouse control-display gain would reduce to 1/20th of its
original value when the cursor was on target), in addition to four
possible combinations of the above and a control condition with
no feedback provided. Performance was fastest in the tactile plus
sticky condition, and slowest in the normal condition. Mouse-over-
target times were reduced as much as 15% with tactile and 9% with
audio feedback. Stickiness also reduced overshooting. A follow-on
experiment investigated target selection from a hierarchical menu
using the same feedback cues. In contrast with the previous re-
sults, both selection times and mouse-over-target times increased
with the provision of feedback cues. The authors suggest that this
may be due to the presence of multiple targets, which therefore led
to distracting noise.

Haptic feedback in the form of varying vibrotactile stimulation
of the hand can provide cues for subtle changes in position. Oron-
Gilad et al. [8] examined this within the context of guiding an op-
erator toward a target. Tactile stimulation was provided in response
to deviation from the point of origin, indicating the direction and
magnitude of the positional error. Improved user performance was
observed when both tactile and visual cues were present, indicating
that both forms of feedback had minimal cross-modal interference.

2.3 Synthesis of the Literature Review
While Akamatsu et al. [6] observed the improvement in perfor-
mance provided by multimodal feedback and Zhai et al. [10] stud-
ied the role of graphical feedback in conveying depth cues, we are
interested in examining the relevant effects of the various modal-
ities in a 3D target acquisition task, using an input device that is
suitable for 3D interaction, and to test whether such feedback of-
fers benefits beyond the Silk Cursor. In particular, we would like to
determine whether feedback is more important when depth is con-
sidered, as this is a context in which users tend to have the greatest
difficulty, and whether the importance of feedback is affected by the
axis of movement, as these questions have not been addressed pre-
viously. Most importantly, as previous experiments comparing dif-
ferent feedback modalities have been conducted entirely with dis-
crete feedback provided when the subject was on-target, we feel it
is critical to verify whether the same results apply to the case of
continuous feedback. This condition is relevant for instances where
the computer does not “know” the intended target position and thus,

is unable to take advantage of other well-known techniques such as
semantic pointing [3] for drawing the user more efficiently to the
target. The set of experiments conducted are described below.

3 PRELIMINARY EXPERIMENT

The preliminary experiment largely repeated Zhai’s Silk Cursor ex-
periment but with a pointing device instead of a glove. This was
done primarily to provide a wireless input device and one that
would convey to the user the vibrational feedback as needed in the
follow-up experiment, described in the next section. Users would
confirm the selection by pressing a button on the Wiimote. More-
over, our choice of input device was justified by our interest in ana-
lyzing the more basic operation of ’pointing’ rather than ’grasping’.

3.1 Apparatus and Materials

The virtual environment was rendered using OpenSceneGraph in a
cave-like environment. A Nintendo Wiimote fitted with four Vicon
infrared reflectors was used as in input device to control the cursor
with 3-DOF positioning (no orientation control). The position of
the Wiimote was tracked by the Vicon system and mapped to the
position of the cursor on the screen. One ’unit’ of cursor displace-
ment in the virtual environment was designed to correspond to a 10
cm real-world displacement of the input device.

3.2 Method

The independent variables were the direction of movement x, y, z,
and the type of cursor, as described below. A cursor with side length
of 0.5 units was used throughout.

1. Wireframe cursor: the cursor is represented as a cube with
completely transparent sides, with only the edges being visi-
ble (Figure 1(a)).

2. Silk cursor: A cube with semi-transparent sides is used. Users
can make use of occlusion cues to gauge the position of the
cursor in relation to the target (Figure 1(b)).

(a) Target inside wireframe cursor (b) Target inside silk cursor

Figure 1: Preliminary experiment display examples.

For each cursor type, users completed four trial sets of twelve tar-
get acquisitions. Targets were spheres with a diameter of 0.25 units,
located at the corners of a cube with sides three units long (for a to-
tal of eight possible locations). They appeared successively, with
each new target offset relative to the previous one along a single
edge of the cube. A script generated a different target sequence for
each trial block and for each participant, such that an equal number
of movements along each axis x, y, z and direction of movement
(positive/negative) was performed. Overall, 16 repetitions for each
plane of movement and cursor type were performed per participant.

The dependent variables were trial completion time and accuracy
of the task, defined as the percentage of trials where users com-
pletely encapsulated the target.

3.3 Participants

For this study, 16 users, with a mean age of 23, all university stu-
dents in either Engineering or Music Technology, participated.



3.4 Results
Analysis of user performance reveals that there is a tendency for
the silk cursor to decrease completion time, while improving ac-
curacy (see Figures 2(a) and 2(b)). A cursor (2) x-axis of move-
ment (3) ANOVA on the log (base 10) transformed time to com-
plete trials. The log transformed was used so that data would
follow the normal distribution. There was a significant main ef-
fect of cursor F(1,15) = 44.621, p < 0.001 and axis of movement
F(2,30) = 10.015, p < 0.001 on time to complete trials consistent
with the results demonstrated by Zhai et al. [10]. Percent cor-
rect data did not follow the normal distribution and were therefore
analyzed using a non-parametric Friedmann test, appropriate for
within-subjects designs. There was a significant main effect of cur-
sor type, χ(1,32) = 16.2, p < 0.001, but no effect of movement
plane, χ2(1,32) = 16.2, p < 0.001.

Post-hoc Bonferroni confidence interval adjusted comparisons
showed that trial completion time was greatest in the z-direction,
indicating that perception of target depth was limited, but there was
no difference between x and y directions of movement.

(a) Trial Completion Time (b) Percentage Accuracy

Figure 2: Preliminary experiment results (with error bars)

4 EXPERIMENT: DISCRETE VS. CONTINUOUS FEEDBACK

In the second round of experiments, we examine whether using
multimodal feedback in addition to the silk cursor can improve user
performance. We use two types of feedback: one where discrete
feedback is given only when an acquisition is deemed successful
by the system, and a second where continuous feedback with re-
spect to the Euclidean distance to the target ’area’ is given. The
wireframe cursor was altogether omitted, since it was shown to be
suboptimal to the silk cursor. Our intention is to understand user be-
haviour in these two fundamentally different feedback modes. To
further increase acquisition accuracy along the z-axis, cubes rather
than spheres were used as targets, since their depth is easier to per-
cieve. This also helped provide better consistency with the cursor’s
shape. In addition, as ray cursors have been shown to improve per-
formance [2], an extension was projected from the end of the cursor
away from the screen, and the input device was modified to provide
5-DOF (rotation about the z-axis was ignored), thereby allowing
users to feel as though they were directly manipulating a wand-like
device (Figure 3).

Figure 3: Modified Cursor and Target

4.1 Method
This experiment included one extra variable, as feedback type
was either discrete or continuous. The feedback modes for each

case are described below. The experiment followed the same
design as the preliminary experiment, with four blocks of 12
target acquisitions for each level of the variable feedback modality.
Overall, 16 repetitions for each case of plane of movement and
feedback modality were performed per participant. The dependent
variables were the same as the preliminary experiment and the
independent variables enumerated below.

Discrete Feedback Modalities
1. Visual: The silk cursor was used, providing the same partial

occlusion cues as in the preliminary experiment, but the tar-
get colour also changed from blue to green when it was com-
pletely contained within the cursor.

2. Auditory: A 160 Hz sine wave was played when the the target
was completely contained within the cursor.

3. Haptic: The Wiimote vibrated once the target was completely
contained within the cursor.

Continuous Feedback Modalities
1. Visual: The silk cursor was used, and users were able to

make use of the partial occlusion cues it affords to determine
whether a target was contained within it.

2. Auditory: A 160 Hz sine wave, with fixed duration of 200
ms was played on and off in accordance with the pulse train
shown in Figure 4. At any given time, the duration of the
’on’ intervals, x, was directly proportional to the distance, d,
between the cursor and the target at that point. Thus, as the
cursor became closer to the target, the sound was played more
intermittently, and appeared to be continuous once the target
was completely within the cursor.

Figure 4: Pulse Train used in Continuous Feedback Experiment.

3. Haptic: The Wiimote vibrated on and off in accordance with
the pulse train seen in Figure 4 as well, giving the impression
that it vibrated continuously once the target was within the
cursor.

4.2 Participants
In total, 24 participants were tested (12 for the continuous feedback
case, and 12 for the discrete one): 20 males and 4 females, with a
mean age of 26. All were university students. There was no overlap
with participants in the first experiment.

4.3 Results
In comparison to the preliminary experiment, we note that the use
of additional feedback modalities decreased completion time while
increasing accuracy, both in the continuous and discrete cases. In
particular, error along the z-axis was reduced, implying that using
various perceptual cues can indeed compensate for limited depth
perception. The issue then remains to examine whether such feed-
back should be discrete or continuous.

A feedback modality (3) × axis of movement (3) × feedback
type (2) ANOVA was performed on the log transformed (base 10)
trial completion times. The difference between time to complete
selections between the discrete and continuous cases was not sig-
nificant, F(1,22) = 3.091 & p = 0.093. There was a significant
main effect of feedback modality and axis of movement on selec-
tion times, F(2,44) = 11.515 & p < 0.001, and F(2,44) = 27.702
& p < 0.001 respectively. Vibrational cues decreased both accu-
racy and completion time significantly with no difference between



the other two cues, as shown by Bonferroni confidence interval ad-
justed post-hoc tests. This indicates that users were more confident
with and responded faster to the haptic stimulus, even though they
were slightly off-target at selection time. The Wiimote’s vibration
could have shifted the user’s hand slightly away from the correct
position as he or she pressed the button for acquisition. Movements
in the z axis were slowest, followed by movements along the y and
x axes, all differences being significant based on Bonferroni confi-
dence interval adjusted post-hoc tests. The faster performance us-
ing the vibro-tactile cue is consistent with the findings of [6].

Accuracy of selection did not follow the normal distribution,
therefore a non-parametric (Kruskal-Wallis) test was performed.
There was a significant main effect of variable feedback type
on the percentage of trials completely encapsulating the target,
χ2(1,216) = 90.712 & p < 0.001∗. In the discrete case, there was
a significant main effect of feedback modality (χ2(2,36) = 19.703
& p < 0.001 (Friedmann) and movement axis χ2(2,36) = 7.197 &
p = 0.05 (Friedmann). Post-hoc Wilcoxon comparisons showed
that tactile was less accurate than auditory and color (z(36) =
−3.009, p = 0.03,z(36) = −4.149, p < 0.001) and also that color
resulted in higher success rate than auditory (z(36) = −2.835, p =
0.005). In addition, higher success rates were found for movements
in the x-axis compared to y and z, (z(36) =−2.2, p = 0.028,z(36) =
−2.18, p = 0.029), but no difference was observed between z and y.
No effect of the independent variables in the continuous feedback
cases were observed.

(a) Trial Completion Time (b) Percentage Accuracy

Figure 5: Results for Discrete Experiment (with error bars)

We find that trial completion times are quite comparable for both
the discrete and continous cases. This is quite surprising, seeing
as we would expect users to require more time when relying on
their own judgement rather than the computer’s. In addition, we ob-
served that as trials progressed, users began to use continuous feed-
back in a manner similar to discrete: they became accustomed to
how a feedback modality should behave when the target was com-
pletely within the cursor, and thus simply moved the cursor using
visual cues until they perceived the cue in an expected form. For
instance, in the auditory case, instead of gauging the distance by
comparing the differences in the sound signal emmitted at various
locations, users would perform a ballistic motion in the direction of
the target and once a continual sound signal was heard, they would
click for acquisition. There is a plausible explanation for this phe-
nomenon: it is common knowledge that certain neural mechanisms
are optimized for visual servoing, and thus, we are likely to ex-
ploit these first, before taking advantage of cues provided by other
modalities. This is consistent with the observed behaviour of sub-
jects using additional cues (in the continuous case) only for fine
adjustments. We note, however, that there is a tendency for higher
accuracy in the discrete case (Figure 5(b) vs. Figure 6(b)). This sug-
gests that users were not able to perceive the shorter temporal gaps
correctly as the cursor approached the target. Individual differences
may also have played a role in these results.

5 CONCLUSIONS

A series of experiments were conducted to assess the benefit of var-
ious perceptual cues on the task of target selection. Results imply

(a) Trial Completion Time (b) Percentage Accuracy

Figure 6: Results for Continuous Experiment (with error bars)

that subject performance improved when various perceptual cues
were provided to indicate the possibility of successful acquistion.
Interestingly, however, continuous feedback was not successful;
users were less accurate in comparison to the discrete case and they
tended to use continuous feedback in a similar manner as discrete.

This study has provided the basis for an ecologically valid, un-
obtrusive and easily understood paradigm for 3D target selection.
Future work includes testing additional variations of the feedback
modalities, moving to a stereoscopic display, and improving the de-
sign of the input device accordingly.
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