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• Abstract

The development of a communications infrastructure for the Shared Reality

Environment, a bigh-end immersive, telepresence space, is described. Such a system

must support low-Iatency, high fidelity, bi-directional audio and video transfer between a

number of locations interconnected by an IP network.

As a first attempt, MJPEG video, accompanied by monaural audio was transmitted

hetween two Iaboratory spaces in the McGill Centre for Intelligent Machines. The

relatively high Iatency resulting from JPEG compression and decompression motivated a

hybrid approach in which raw data was selectively transmitted whenever the overhead in

doing so was less than the cost of JPEG processing.

Next, to scaie up to the demands of transmitting multi-channel audio over greater

distances, the protocol was refmed and demonstrated by streaming, over the Internet, a

live concert from McGill's Redpath Hall to an audience at New York University. This is

believed to he the frrst-ever demonstration of tbis nature.

While these experiments have proven successful within the limited context of their test

environment, sorne challenges remain to he addressed in order for the system to support

the full demands of a Shared Reality immersive telepresence application.

•
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• Résumé

Le développement d'une infrastructure de communications pour l'Environnement de

Réalité Partagée, un espace d'immersion et de téléprésence à la fme pointe de la

technologie, est décrit. Ce système doit soutenir des transferts bi-directionnels d'audio et

de video de haute fidélité avec des délais restreints, entre plusieurs espaces connectés en

réseau IP.

En premier lieu, du vidéo MJPEG accompagné d'un signai audio monauraI est transmis

entre deux espaces laboratoires dans de Centre des Machines Intelligentes de l'université

McGill. Les délais relativement élevés résultant de la compression et décompression du

format JPEG poussent à une seconde approche pour laquelle de l'information non

compressée est transmise, de façon séléctive suivant les coûts relatifs de cette approche

par rapport à la première.

Par la suite, pour s'adapter à la demande de transmission d'audio multi-canaux sur des

grandes distances, le protocole est raffmé et démontré par la transmission en temps réel

sur Internet d'un concert ayant lieu au Redpath Hall de McGill jusqu'à l'université de

New York. Cette démontration est la première de son genre.

•

Alors que ces exPériences ont été complétées avec succès dans le cadre limité d'un

environnement de test, certains défis doivent être surmontés afm de démontrer l'utilité du

système face aux demandes plus élevées d'un système de téléprésence par immersion

dans une réalité partagée.
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Chapter 1: Introduction

1.1 Vldeoconferencing System • a New Paradigm for Human

Interaction

The development of technology tbat allows people to communicate effectively over vast

distances has been one of man's most important achievements. While the evolution from

simple communication by smoke and tire to the use of telegrams and telephones spanned

millennia, only a mere hundred years separated the latter technology from our present

day global infrastructure. Videoconferencing systems, exchanging both audio and video

information, the two principal modaIities of human communication, have been in use for

decades. They provide the basic framework for hurnans to interact with each other

without requiring participants to he co-located.

The emergence of the Internet has reshaped our lives in many ways, not the least of

which has been affording the possibility of low-eost videoconferencing systems to the

average user. In early systems, special high-cost equipment was required, but with the

emergence of Internet-capable videoconference protocoIs, PC, modem, audio/video

capture device and some sort of videoconferencing software is aIl that is needed.

Current videoconferencing systems are a step forward in the attempt to allow face-to-face

communication in the absence of physicaI proximity. However, these systems Jack the

sensory fidelity associated with an in-person meeting. As a result, demanding



• applications such as muIti-party tutoriaIs, distributed musical performance or remote

collaboration on compIex medical procedures, are very limited.

1.2 Overvlew of the Shared Resllty Envlronment

The current design of videoconferencing systems does not make any attempt to

compensate for these limitations. Most importantly, the computer, which is responsible

for capturing, transmitting and displaying the audiovisual data, has no awareness of the

context of activity among the participants. Recent research in human-computer

interactions, e.g. ubiquitous computing [1] and computer-augmented environment [2][3],

has shown the possibility for the computer to play a more active raie in technology filled

environment, such as the advanced videoconferencing systems.

The Shared Reality Environment (SRE) is a project that aims to explore the challenging

research problems associated with distributed computer-mediated human-human

interaction. The intent is to develop technology and investigate new communication

metaphors that support highly interactive, complex group activity in a distributed setting.

Unlike existing systems, the SRE is highly aware of the context and uses tbis information

to mediate the interaction.

•
The planned testbed consists of a minimum of three small audio-insulated rooInS, each

equipped with high-resolution video projectors, cameras, microphones, and multi-channel

audio, interconnected by a high performance network. The video will he rear-projected

2



• to coyer tbree walls of each room. thereby encompassing the usees' visual field and

creating the illusion of a larger shared space. Multi-channel audio will be used to

produce effective spatialization of sound sources, enhancing the sense of co-presence. In

terms of sensory fidelity, the SRE provides two significant improvements over existing

videoconferencing systems: spatialized audio 1 [4] and immersive video.

In conventional videoconferencing systems, each participating site appears on a separate

display, or occupies a specifie window location, for example, quadrant of a 2 by 2 grid.

The SRE, in contrast, must mix the audiovisual streams from multiple sites to give users

the impression of co-presence. This involves the synthesis of an appropriate video

display on each wall that aligns with its neighboring displays, such that the viewer

perceives a single, continuous environment rather than three separate display surfaces.

Human audio perception provides a wealth of sensory information, allowing listeners to

locate a particular sound source with a high degree of accuracy and tilter out other

sources. In the SRE, we wish to reproduce audio such that a user's experience of a

symphony performance would offer the sarne auditory effect as would he possible if the

symphony was physically present. This goal necessitates reproducing the effect of audio

sources at different spatial locations based on a mapping from desired location to a set of

control parameters.

In essence, the core of the SRE is a high performance, audiovisual communication

• system. This thesis presents the initial efforts of implementing such a system Chapter 2

IPlease see www.cim.mcgill.caI-jer

3



• discusses sorne technical issues related ta the development of an audiovisual environment

over oost-effort networks, such as the Internet, elaborating on relevant previous research.

Chapter 3 describes a prototype hilh-performance audiovisual communication system

developed for the initial SRE tesbed, and explores ilS limitation. Next, Chapter 4 deals

with the development of a robust tranamission dclivery of high-fidelity, multi-channel

audio data over the Internet. In Chapter S, tessons leamed and future directions of

research for the SRE communication system are discussed.

•
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Chapter 2: Design Issues of a High Performance

Audiovisual Communication System over Internet

In tbis chapter, issues relating to audiovisual communication system are discussed. First,

the desired features of such a system for the SRE testbed are outlined, followed by an

introduction to the overall structure of a general audiovisual communication system The

remainder of the chapter presents an overview of previous literature in tbis area.

2.1 Audlovlsual Features of the SRE Testbed

Because the SRE was designed to support applications such as distributed musical

performance and remote surgical operation, it sets high standards for the quality of the

audiovisual signaIs being used. As discussed in Chapter l, the use of immersive video

and spatialized audio are two significant improvements of the SRE over conventional

videoconferencing systems. Immersive video display requires the video signal to have

bath high resolution and high frame rate, as a minimum, on par with National Television

System Committee (NTSC) video. While stereo audio is the most POpular computer

audio format, the intended introduction of spatialized sound and the need to support

distributed musical performance, demand high-fidelity and multi-channel audio (i.e. more

than the two channels offered by stereo). The SRE also places strict constraints on

latency, which is the time between the event occurring al the source and its display in

another location. Distributed musical performance, in particular, requires very low

5



• latency in order to maintain effective interaction between participants. In general, latency

of 50 milliseconds (ms) is considered to he the upper hound for a performance

application [5].

2.2 Overall Structure of an Audlovlsual Communication System

The basic structure of an audiovisual communication system cao he described by the

block diagram shown in Figure 2.1. Each block can he further decomposed ioto a group

of hardware or software components that carry out certain functioos.

Auelo\'Ïsual
Source

Transmissiœ
Dlock

Receiler Playback
Delices

•

Figure-2.1. Basic structure of audiovisual communication system

In the sending side, the encoding block consists of components that are responsible for

sampling the audio/video data, AnaloglDigital (ND) conversion and, if necessary, data

compression. In general, sampling and AID conversion are implemented in hardware,

while compression cao he implemented in either hardware or software depending on the

6



• requirement of the application. In the following sections of this chapter, the popular

audio/video formats and compression schemes are summarized.

The output of the encoding block is passed to the transmission block, which is

responsible for transmitting the data to the peer. The transmission block can he weil

described by the Open System Interface (aSn seven-Iayer model [6], which is mostly

composed of software components except the modules located in the physical layer. In

order to transmit data properly over the network, one has to deal with issues like error

correction, flow control and congestion control. Various protocols like Transmission

Control Protoeol (TCP), User Datagram Protoeol (UOP) and Internet Protocol (IP), are

implemented to deal with these issues, while providing a common foundation for the

transmission of data with different purposes. In the aSI model, these protocols are

located in the low layers. In real applications, they are usually implemented as part of the

operating system. Most of the application specific functions are in the user space.

For the multimedia communication syste~ due ta the large variety of audio/video

formats and different performance requirements, it is increasingly difficult to extract the

generic properties needed to build a "one-size-fit-all" protoeol (e.g. TCP). athers

proPQsed applieation-Ievel framing (ALF)[7] that encourages the implementation of as

much functionality in the application space as possible. In fact, most of the existing

videoconferencing systems fo llow this paradigm [8,9, 10, Il,12].

•
7



• The structure at the receiving side is very similar to the sending side. The transmission

block receives the data from the network7 while the responsibility of the decoding block

is the conversion of this data into formats recognizable by the playback devices. In arder

for the data to he properly delivered7 the transmission blocks of the sender and receiver

have to cooperate with each other. In the following sections7 the issues arising from each

function block of the audiovisual communication syste~ as weil as the special

requirements imposed by the SRE are discussed.

2.3 Latency of the System

The latency of an audiovisual communication system is the time period between the

capture of the actions (audio or video) and their presentation to the remote viewer. It

includes sequential time periods spent on the encoding block7 the sending transmission

black, the network, the receiving transmission block and the decoding block. The latency

related with the network depends on two factors: a propagation delay caused by the fmite

speed of light and latencies in transmission equipments; the transmission delay that

depends on the speed of the media (how many bits per second the media can transmit).

Previous research on end-to-end delay is rather limited [13]. Once each component along

the path is fIxed7 the lateocy is limited to certain values within a fIXed range. On the

other hand, if there is a predefined constraint 00 the latency, the choice of components

that can he used to build the communication system is also limited.

•
8



• For the SRE, latency is the most important factor since sorne of the key applications, like

a distnouted music performance, bas very strict requirements on Iatency. Studies by

telephony companies suggest tbat human conversation cannot tolerate latency in excess

of 200 ms [14]. For musical interaction, tbis vaIue should he significantly lower. In

general, it is helieved tbat a latency of 50 ms is an upper limit for maintaining effective

musical interaction [5]. As discussed in the foUowing sections and later chapters, it is

very difficult to satisfy tbis latency constraint wben communicating over a wide area

network (WAN), even by reducing the time spent in the coding blocks.

2.4 Video Format

The overall quality of the visual effect of a videoconferencing system is controlled by the

characteristics of the video frame transmission. Several factoiS, such as resolution of the

video frame, compression format, frame rate, and latency are involved. The scenery is

captured and digitized iota video frames by a frame grabber. These frames are usually

raw images, in which each pixel is described by numbers that represent color intensity.

The raw images have the bighest quality, and, unfortunately, the highest bandwidth

requirement. For the format of RGB 24, each pixel is described by 24 bits. For a video

stream frame rate of 30 fps and a resolution of 640 by 480, the total bandwidth

requirement is about 221 Mbps. Since 100 BaseT is presently the most popular Local

Area Network (LAN) configuration, it is quite obvious that we cannot directly transmit

raw images at tbis level. Various compression algorithms were employed to reduce the

•
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• size of the video frame, and subsequently the bandwidth requirements. Sorne popular

formats are Motion JPEG (MJPEG), H.261 and Moving Picture EXPerts Group (MPEG).

MJPEG is a video sequence of images, each separately compressed with the JPEG (Joint

Photographic Experts Group) algorithm. IPEG is an ISO standard on digital compression

and coding of continuous-tone still image [15]. The goal of JPEG is to develop a general

method for image compression. It uses a discrete cosine transform (Def) based intra

frame compression to take advantage of the spatial redundancy within an image. There

are Many commercial hardware codees as well as a free software codee· [16] available.

•

JPEG provides excellent intra-frame compression. However, for a video sequence, there

is also a high degree of temporal redundancy among the neighboring video frames.

MPEG (Moving Pictures Expert Group) is the ISO standard for coding moving pictures.

Besides DCT based compression, it aIso uses block-based motion compensation for inter

frame compression. There are multiple versions of MPEG: MPEG-l [17], MPEG-2 [18],

MPEG-4 and MPEG-7 [19]. MPEG-l and MPEG-2 concentrate on how to store and

transmit video signaIs in the most efficient way. MPEG-4 attempts to provide a standard

that supports new ways of communicating, accessing, and manipulating digital

audiovisual data. It proposes an object-based paradigm for scene representation. MPEG

7 is a new standard 'multimedia content description interface' that extends today's

limited multimedia search capabilities to include more information types. MPEG-l and

MPEG-2 introduce more latency than JPEG due to the intra-frame motion-compensated

coding. The typical bit rate for MPEG-l is about 1.5 Mbps. MPEG-2 is designed to
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• support applications with high bit rates like neac studio video quality (10 Mbps) and

HDTV (80 to 100 Mbps), while it also supports a lower bandwidth of acound 3 Mbps.

H.261 and H.263 are the compression scbemes of the ITU videoconferencing standard

[20]. Like MPEG, the H.261 and H.263 encoding algorithms use a combination ofDCf

coding and motion prediction. H.261 has bandwidths ranging from 64 Kbps to 2 Mbps.

The most commonly used bit rate is of H.263 is 64 Kbps.

As discussed in section 2.1, the SRE bas very strict constraints on latency. Both MPEG

and H.261 (H.263) fail to meet this constraint since the motion prediction-based inter

frame coding introduces extra latency. JPEG only involves intra-frame cocling, therefore

it does not introduce extra latency. As shown in Chapter 3, MJPEG was chosen as the

video format for the initial implementation of the SRE since the relatively low latency

justifies its relative low compression rate compared to MPEG and H.261.

Unfortunately as discussed in chapter 3, a video communication system based on

hardware JPEG codecs still cannot meet the strict latency constraint required by the SRE.

This led to our attempt to develop a hybrid system that transmits bath MJPEG and

processed raw images.

• 1 Please see www.ijg.org
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• 2.5 Audio Format

One of the most important differences between the SRE and presently available

videoconferencing systems is tbe quality of the audio data. In most of the available

videoconferencing systems, the demands of the applications typically do not calI for high

quality audio since voice communication aIone is employed.

The SRE, on the other hand, has to deliver high fidelity, multi-channel audio in arder to

satisfy the needs of applications like distributed musical performance. There are two

parameters tbat control the quality of digital audio: the sampling resolution (bits per

audio sample) and the sampling frequency. Musieians and professional audio engineers

have strict requirements for audio quality. CO quality audio with a sample resolution of

16 bits and a sample frequency of 44.1 kHz, easily meets the needs of the normal

audience. However, it faIls short for musicians and audio engineers. In faet, a good

musician cao easily differentiate the tracks recorded at 20 bits from ones recorded at 24

bits.

A major effort of tbis thesis was the design and implementation of a system that is able ta

transmit high fidelity, multi-channel audio over the Internet. We attempted to transmit

two types of audio formats: AC-3, a 5.1 channel eompressed audio stream [21] and a 6

channel uncompressed audio stream. As discussed in Chapter 4, tbis was, ta our

knowledge, the frrst effort to do 50, reliably, over the Internet.

•
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• The AC-3 audio coding scheme was developed by Dolby Laboratories to provide high

quality, multi-channel, digital audio for the consumer market. In fact, it bas been adopted

by high defmition TV (HDTV) and digital versatile disk (DVO) for their audio systems.

AC-3 encoding scheme compresses a Pulse Code Modulation (PCM) representation

requiring more than 5Mbps (6 cbannels x 48bHz x 18bit) into a 384 kbps bit stream, with

excellent audio quality.

Unfortunately, the quality of AC-3 is still not good enough to meet the audio standard of

musicians and audio engineers. Rather, uncompressed audio is used in aImost ail the

recording and production sessions. We have developed a reliable transport m.echanism

for uncompressed audio, requiring approximately 14 Mbps (6 channels at 24 bits with a

sampling frequency of96 kHz).

2.6 Transmission Protocol

2.&.1 Tep

There are two popular protocols used for moving data across the networ~ TCP [22] and

UDP [23]. They are usually implemented as part of the operating system and located in

the kernel space.

•
TCP, a connection-oriented, reliable, and full-duplex protocol, uses an acknowledgement

and retransmission scheme to guarantee the delivery of data (i.e. if a segment is not

acknowledged by the receiver, the sender will continue to retransmit until the data is
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• received successfully). Furthermore, TCP eosures an ordered reception of packets by

delivering packet pn ooly after all previous packets, Pi, i < n, have been received.

TCP is Internet friendly sioce it implements very aggressive congestion control. In the

modem fiber connection, the error rate is very low (<0.1 %) [24]. Most of the data loss is

caused by congestion [24]. Once the TCP sender detects packet loss, it considers that it is

caused by congestion on the network and applies one of its two congestion control

algorithms: slow start or congestion avoidance. Both will decrease the transmission rate,

although slow start is more aggressive. By backing off under the situation of congestion,

severa! TCP streams can effectively sbare the available bandwidth.

The advantage of TCP is that it simplifies the task of the application. The application

only needs to copy the data (video or audio frame) ioto kernel memory through the

system calI. The protocollocated within the kernel will he responsible for the reliable

delivery of the data. Therefore, Tep is weIl suited to applications such as Itp, teInet, and

http. These applications require the data to he delivered to the receiver without any loss,

while they have no strict constraint on how long it takes to deliver the data.

•

TCP is unsuitable for the transmission of real-time media. This unsuitability is related to

the characteristics of Internet communication, which is typified by widely fluctuating

transmission delays and bursts of packet loss. For example, although the average round

trip lime (RIT) for data sent between McGill and New York University was in the order

of 50 ms, it was not unusua! to observe RITs of severa! hundred milliseconds during
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• periods of high network traffic. Such deJays can cause TCP to activate its congestion

avoidance mechanism [25][26] or lead to timeouts at the seoder, substantially degrading

performance [26][27]. Packet 10ss has the same effect.

Although, TCP's performance suffers coosiderably across a Jossy connection, it might he

suitable to use in a LAN environment where packet Joss and RIT fluctuation are oot as

severe as in the WAN. TCP is used for the data transmission of the prototype audiovisual

communication system for the SRE. When the network is not coogested, TCP performs

acceptably weIl.

2.&.2 UDP

For reasons explained in the previous section, real-time applications tend to favor UDP, a

connectionless, unreliable protocol with no flow control mechanism. UDP simply

continues to pass the data to the low layer no matter whether or not the receiver receives

the data. Because of its lack of feedhack in terms of network congestion, flow control

must he performed in a layer above UDP in order to ensure the proper delivery of the

data. UDP a1so supports multicasting, an important feature for efficient distribution of

real time multimedia data.

2.&.3 ATP

RTP (real-time transport protocol) [28] provides end-to-end network transport functions

• suitable for applications transmitting real-time data such as audio and video over

15



• multicast or unicast network services. Its specification states that "RTP is intended to be

malleable to provide the infonnation required by a particular application and will often

be inlegrated into the application processing rather than being implemented as a

separate layer." The development of RTP was based on the idea of ALF as an

application level protocol that provides a thin layer of transmission control. In fact,

applications typically run RTP on top of UDP [9].

RTP does not provide any mechanism to ensure limely delivery or other quality-of

service guaraotees (QoS). However, it provides the basic framework upon which such a

protocol cao he built. AlI the data are carried in an RTP packet, which has a header and a

payload. The header specifies the necessary control information about the payload data.

Below are listed important fields of the RTP header. One should refer to the protocol

SPecification for more details.

• Payload type

• Sequence number

• Synchronization source (SSRC)

• Contribution source (CSRC)

The sequence number, payload types, and timestamp provide the basic framework to

construct a point-to-point reliable transmission protocol. The SSRC, which identifies the

source of a stream of RTP packets, and CSRC, which lists the contributing sources for

the payload contained in the current RTP packet, provide further supports for building a

• control mechanism when multiple participants and interactions among them are involved.
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• An RTP data packet is designed to carry medium data. In arder to build an efficient

transmission protocol or control mechanism, more information bas ta he exchanged

between participants. This is carried out by defining an RTP control protocol (RTCP).

RTCP defmes control packets that are carriers of control information and the mIes for

exchanging these control packets between participants. An RTCP control packet contains

all the necessary information such as: sender reports for transmission and reception

statistics from participants that are active senders; receiver reports for reception statistics

from participants that are not active senders; available bandwidth calculations and

allocation; maintenance of the session members.

Overall, RTP provides an excellent foundation on which to build a reliable, application

level transmission protoco!. However, since it attempts to accommodate every aspect of

real time delivery of media data, it is big and complicated. Therefore, developing a

system that is fully compatible with RTP is not trivial. As we were more interested in

building a working system that can he used to explore various research questions, we

opted instead to build a custom application level protoco!. Chapters 3 and 4 describe our

efforts in developing such protocols, whicb satisfy the interests of transmitting multi

channel audio over the Internet. It is not surprising that these protocols follow the basic

design principles of RTP as all real time data has similar transmission requirements.

•
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• 2.7 Error Correction

Since packet 1055 is inevitable in the Internet, a recovery protocol bas to he implemented

in order to re-deliver these lost packets. In TCP, reliable data transport is achieved

through the use of stop-and-wait and go-back-N algorithms. However, because of their

potentially high latencies, these mechanisms are inappropriate for the transmission of

real-time media. We thus consider two other methods for coping with transmission loss:

forward error correction (FEe) and automatic repeat request (ARQ).

FEC has been known by those in the field of data communication for decades [29,30]. In

FEC, a block code or parity code is applied to a set of k packets to generate a set of n > k

packets. The receiver then only needs to receive any k-packet subset of the resulting n

packet block in order to recover perfectly the k original packets

The advantage of FEC is that loss recovery happens entirely in the receiver and the

sender does not need to know which packet was 10st. Since no retransmission is required,

no time penalty is imposed by the process of 10ss recovery. For this reason, more and

more people have become interested in applying FEC as an error recovery method in

real-time multimedia communication over the Internet [31,32,33,34,35,36,37].

The drawback of FEC is the increased bandwidth required by the redundant data.

Furthermore, its ability to recover lost packets is strictly dependent on the loss

characteristics of the underlying network. Specifically, FEC cannot recover from a large

• burst of packet 1055, which we observed frequently during the trials between McGill
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• University and New York University. For tbis reason. FEC was inappropriate if one

requires absolute recovery ofall the lost packets. Although FEC is not used in this thesis,

it may he appropriate for the SRE. because of the strict latency constraints imposed by

interactive applications that have strict latency constraints. In the fmal chapter of tbis

thesis. more details are provided regarding the possibility of applying FEC.

In ARQ, the sender explicitly retransmits the packets that are requested by the receiver.

Although tbis introduces a delay of at least three one-way trip times, previous research

has demonstrated the effectiveness of ARQ for the transmission of real-time media,

especially in the case of multicasting [38]. In ARQ, the receiver ooly informs the sender

about the missing packets. This scheme is a1so called negative acknowledgement

(NACK), which is different from TCP that acknowledges eaeh received paeket. NACK

greatly reduces baek-ehannel traffle during a transmission session. ARQ is implemented

in most systems oow available. ARQ is used in the audio system introduced in chapter 4.

2.8 Congestion Control

As stated in earlier sections, the majority of packet loss on the Internet is caused by

congestion. When the traffic exeeeds the available bandwidth, there are buffer overflows

on the intermediate muters. Most modern routers drop packets from the tail of the queue

when buffer overflow occurs. Congestion control is the a1gorithm that reduces the

transmission rate according to congestion, thereby relieving the pressure on the network.

• More importantly, multiple participants cao share the available and reduced bandwidth
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• fairly. As most routers do not offer congestion control capability, it is up to the end-to

end system or program to implement proper congestion control.

The classical congestion control algorithms are the ones deployed in TCP. There are

basically two algorithms: slow start and congestion avoidance [24,25]. The TCP sender

starts a retransmission timer for each packet that was sent. If there is no

acknowledgement received when the timer expires, the packet has to he resent. In the

meantime, TCP assumes that the missing packet is caused by congestion and activates

slow start. During slow start, the sender starts to send only one packet. Then for each

ACK received the sender doubles the number of packets it can send until it reaches a

certain threshold in wbich case congestion avoidance is activated to replace slow start.

Therefore, the transmission rate is increased exponentiaIly. Slow start is an aggressive

congestion control mechanism since it reduces the size of the stiding window to 1. It is

based on the assumption that there is no data flow between the two ends.

•

Applying slow start for each packet 10ss is overkill since there still might he sorne

packets going through the network. In order to cope with tbis situation, a congestion

avoidance algorithm was invented. It did not appear in the original TCP and was frrst

proposed by Van Jacobson [24]. It is implemented aIong with other aIgorithms like fast

retransmission. When the receiver receives out-of-order packets, it sends a duplicate

ACK for the most recently acknowledged packet. For example, when packet n is

received and acknowledged, the receiver expects packet n+1. If the receiver receives

packet n+2, or n+3 instead, it will send a duplicate ACK for the packet n to the sender.
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• When receiving more than three duplicate ACKs~ the sender carries out retransmission

immediately instead of waiting for the timer to expire. This is called fast retransmission.

Since there is packet loss~ congestion control has to he deployed. However, it is a less

aggressive algorithm than slow start since the transmission rate is ooly reduced to about

one-haif of the value when the congestion occurs. This is based on the assumption that

the duplicate ACKs indicate that there is still data flow hetween the two ends. Once

congestion avoidance is activated~ further transmission rate increases are aIIowed ta be

linear rather than exponentiai. In congestion avoidance~ the transmission rate is increased

by at most one packet each ACK. In fact~ once the transmission rate reaches a certain

threshold during slow start, congestion avoidance is activated to slow down the increase.

The implementation of slow start and congestion avoidance make TCP an Internet

friendly protocol. It is perhaps the best compromise between reliability and efficiency.

Although unmodified TCP is not the ideai protocol for real-time bulk data transfer~ there

exist many variants of the basic protocol that are better suited to the task [39,40~41~42].

2.9 Layered Source Coding

•

Layered coding, aIso known as hierarchical coding or embedded coding, was frrst

developed for packet audio transmission [43]. It is usually implemented as a part of a

congestion control aIgorithm. In layered coding~ a signaI is separated ioto subsignals of

various importances in order for them to he coded and transmitted separately. In fact, the

data format ofpacketized voice~ as specified by ITU-T G.764 is arranged in layers. This
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• technique was also extended to video coding and transmission. In layered coding7

network congestion will always fICst affect the subsignals of low importance. Thus7

hierarchical coding offers a way of achieving error control by preventing loss of

perceptually important information.

The process of signal separation and recombination should he lossless. The common

methods for separating a signal into subsignals are bit-plane separation {43}, subband

analysis/synthesis [44,45,46747], and unitary transform [48].

The exact implementation is dependent on many factors such as the type of data (audio or

video)7 timing constraints, bandwidth constraints and quality constraints. For audio

applications, bit-plane separation is mostly used. In tbis case, the most important

information consists of the most significant bits of the data, and progressively down

through the bit layer, the least important subsignal is composed of the least significant

bits. In Chapter 4, we apply a bit-plane separation to the uncompressed multi-channel

audio data

•

The most important idea of layered coding is that by reducing sampling resolution, it is

able to reduce the bandwidth usage of the media stream, while keeping the frame rate

constant during congestion. It is significantly different from the congestion control

mechanism used in Tep, in which transmission rate (i.e. frame rate for audio and video)

is reduced during periods of congestion. Layered coding relieves network congestion by

reducing the quality of the transmitted media, while preserving the frame rate at which it
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• is sent. While beneficial, tbis is a relatively weak solution, wbich cannot deal with

congestion as effectively as the control algorithm employed by TCP. Many applications

have implemented layered coding congestion control [42,49,50,51,52].

2.10 Available Videoconferencing Systems

A large number of audiovisuaI communication systems have been implemented for either

commercial or research purposes. The three most influentiaI systems from a historical

perspective are nv from Xerox PARC [10], ivs from INRIA [11] and vic-vat-wb from

Lawrence Berkeley National Lab [9]. nv does not support audio. It uses a custom coding

scheme that is designed for Internet and efficient software implementation. Its video

compression aJgorithm is very similar to H.261 discussed in section 2.4. nv supports

multicasting and is broadly used in the MBone community. vic supports severaI video

compressions, although was originally designed for H.261. vic aIso supports multicasting

and is the test bed of several studies that involve the distribution of multimedia data with

multicasting. ivs supports bath audio and video. Video is coded with H.261 and audio is

coded with severa! ITU packet audio formats. Originally, ooly ivs implemented a rate

adapting congestion. control algorithm based on ARQ. However, research has been

carried out on bath ivs and vic that add more sophisticated flow and congestion controls

based on FEe and ARQ [8,35,36]. These new algorithms are targeted for multicasting

environments.•
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• The MMT (multimedia multiparty teleconferencing) system was implemented in the IBM

T.I. Waston Research Center as a research prototype [12]. It uses JPEG as video

compression and supports rate based congestion control. It also supports algorithms that

cao carry out video composition in the compressed domain.

AlI of the above systems are pioneering works in the development of videoconferencing

over the Internet. Therefore, they concentrate on the overall structure of the program. In

order to work in most network environments, they do not use audio and video formats

that require high bandwidth.

This chapter discussed issues related to building a high performance audiovisual

communication system, in particular, those related to the network. The following

chapters introduce our initial attempts at building a working system.

•
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•

•

Chapter 3: The Shared Resllty Communication System

In tbis chapter, the initial attempt to build an audiovisual communication system for the

SRE testbed is introduced. The system, transmitting MJPEG video and CO quality audio,

was frrst implemented between two rooInS located on the same floor at the McGill Center

for Intelligent Machines (CIM). However, compression and decompression of the

MJPEG video frame introduced most latency. In order to reduce tbis latency, a hybrid

system was developed in which MJPEG video frames are replaced by small raw video

frames containing ooly the area around the participant. These frames result from a

background removaI aIgorithm that takes original full-sized video frames as input. The

background is transmitted in the form ofMlEPG at a much lower frequency.

The audiovisual communication system consists of four programs: asender, areceiver,

vsender and vreceiver. Asender and vsender acquire the audio/video signais and transmit

them to the proper peers ovec the network. Areceiver and vreceiver receive the

audio/video signais from the network and present them to the users. Following the

examples of vic and vat [9], the audio and video signals are handled by different

programs. In the SRE, it is very important to have the freedom to process a specifie

signai without influencing the others. The disadvantage of tbis design is that it makes

synchronization between audio and video more difficult. However, extensive research

has been carried out on the synchronization ofseparated audio/video signaIs [54].
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• 3.1 Design of the Video System

Bath v:ideo and audio prograrns are implemented on SOI 02 machines. Figure 3.1 shows

the structure of the vsender. Once started, the main process of the program runs as a

daemon, communicating bath with the user and with the vreceiver or other programs.

This latter communication is carried out through sockets and follows the common

protocol defmed by the reactive room. When there is a request for video, the main

process will spawn a child process that captures and transmits the video frames. In the

meantime, the main process keeps exchanging control information with all interested

parties. By passing feedback or new requests ta the child process, the main process is

able to control dynamically the video quality delivered to the vreceiver. One should

realize that it is possible for one vsender to handle severa! video sources at the same time

by spawning multiple child proeesses. However, we do not encourage using a single

vsender to handle multiple video sources unless it is running on a powerful computer

with multiple proeessors and video codees.

• Figure 3.1. Design of the video system
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• There are two threads in the process. One thread captures raw frames in the format of

RGB24 and sends to the hardware JPEG codee built in SGI 02. The other thread

transmits the eompressed video frames to the network as soon as they leave the codee.

The overall structure of the vreceiver is very sunilar to vsender. There are two threads

witbin the proeess. One is responsible for receiving video frames from the network,

while the other forwards these to the hardware codee and displays the decompressed raw

images. In order to minimize latency as much as possible, there is no external buffering

involved in both the vsender and vreceiver, ooly internai buffering by the SGI Digital

Media Library (DMlibrary).

We hoped to minimize the compression Iateney by accessing the built-in hardware JPEG

codee on the SGI 02. Furthermore, according to documentation provided by SGI, the 02

machine provides a new platform, the unified memory architecture, which is designed to

provide the best performance for any video-related work. Aeeompanying the special

hardware design is the DMlibrary that provides a framework for developing video-related

programs.

Since threads share the same process space, the IPEG frame stored in the DMbuffer cao

he sent directly to the peer by the transmission thread. As stated hefore, the 02 machine

was chosen in the hope that its speeial hardware and software design would help improve

the performance of our program. Unfortunately, as shown in a later section, even using

•
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• tbis hardware codec, the performance still cannot satisfy the requirements of sorne SRE

applications.

TCP is selected for transmitting the video and audio data from sending program to

receiving program. Tbis migbt he a surprise since we have drawn the conclusion in

Chapter 2 that TCP is not suitable for real-time multimedia conununication. However,

the current system was developed for two rooms located on the same LAN. With the 100

BaseT connection, the network performance is typically sufficient, and we seldom

experience severe congestion that cao cause large packet loss or delay.

Since TCP transmits data in byte stre~ ail the video frames are transmitted in a user

defmed data packet. The data packet includes a header and a payload. The video frame

is carried in the payload, while the header includes information such as packet type,

sequence number, timestamp, and payload size. One should realize that the design of our

data packet format is independent of the RTP protocol, although they are very similar. It

is part of the common communication protocol of the reactive room [53], which was

established before the final proposai of RTP.

Several modifications were applied to TCP in order to improve its Performance. For

example, we increased the sender and receiver buffer of the TCP connection, which has

resulted in increased throughput [55,56,57].

•
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• Although TCP is used here, one should realize that the current system is still in the

prototype phase, with modifications planned for the near future. For example, it is our

intention to implement multicasting so that one video stream cao he distributed to severa!

receivers in the most efficient way. This requires using UDP as the transmission protocol

since TCP does not support multicasting.

3.2 Design of the Audio System

The structures of the asender and areceiver are aImost identical to the vsender and

vreceiver. CD quality audio (44.1 Khz, 16bit) is transmitted. Each data packet includes

about 2ms audio data, which is a much smaller segment (400 bytes) compared to the

video frame. TCP, by default, tries to avoid sending tao many small messages. This is

implemented by the Nagle aIgorithm and the Delayed ACK [56]. The Nagle algorithm

specifies that no data smaller than one TCP segment should he sent if there are still

unacknowledged data in the sending buffer. Delayed ACK specifies that the receiver

should delay the transmission of ACK of a segment in the hope of piggybacking it with

other data. Ta improve performance, both the Nagle and Delayed ACK algorithms were

disabled in the audio system.

•
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• 3.3 Performance

For a JPEG frame with a resolution of 640 by 480, our video system can sustain an

average frame rate of 26fps, which is close to the NTSC standard. However, the key

factor that we want to minimize is the latency of the system. Figure 3.2 shows that the

average Iatency for each video frame is very close to 50 ms, even in a LAN environment.

The latency of the system includes three major parts: compression, transmission

decompression. The time spent on capture and display is relatively minor and can he

ignored.

• decompresslon

• transm Isslon
[] compression

60

50
~

~ 40
~

~ 30
c

1 20-
10

o
1 2 3 4 5 6 7 8 9 10

frame number

Figure 3.2. Latency of the video transmission

Unfortunately, the latency of this system cannat meet the stringent requirements of an

• application such as distributed musical performance in which a delay of 50 ms is assumed
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• to he an upper limit for maintaining effective interaction. Figure 3.2 is generated in a

LAN environment where the network latency related with is very low (<5ros). In a

WAN, tbis latency could he as high as 40 to 50 ms, for example, across the continent.

The average RIT between McGill and www.ucla.edu, as measured by "ping"1
, is about

40ms.

Since the propagation delay is negligible in the LAN environment, most of the time is

spent on compression and decompression. The hardware codee we used is able to

support a compression rate of 30fps or one frame per 33 ms. Unfortunately, the codee

consumes about all of the 33 ms to do the compression. Ta the oost of our knowledge,

currently available hardware codees have a compression rate of 30fps and a

decompression rate of 60fps. This means tbat a delay close to 50 ms is inevitable if one

wants to use JPEG format. Considering that JPEG has one of the shortest latency among

the available video compression sebemes, the conclusion is that uncompressed video has

to he used if a videoconferencing system is to meet the strict latency requirement

imposed by tightly synehronous applications such as remote music practice.

3.4 A Hybrid System

We believe that the latency of our implementation is close to the limit that one cao

achieve with off-the-shelf eomponents, using a compressed video format. Unfortunately,

• 1 ping measures the round trip lime between two sites by sending ICMP echoing packets.
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• tbis latency is still too high for latency-sensitive applications. For tbis kind of application

to he carried out effectively, the latency needs to he al the level of 20 to 30 milliseconds.

However, in our system the compression and decompression process alone introduces

about a SOms delay, well in excess of cureent off-the-shelf JPEG codee compression

times. Using a specially JPEG codee may he possible, but would he prohibitively

expensive for our needs.

Our solution to reduce compression latency is to transmit raw images. This avoids the

time spent both on compression and decompression. The other advantage of transmitting

raw video is that it becomes much easier for the receivers to manipulate (mix, merge... )

the different video streams.

However, transmission of raw images is limited by the available bandwidth of the

network. For example, a stream of RGB24 raw video with a resolution of 640 by 480 at

30fps requires 221Mbps. This exceeds the timit of 100 BaseT (Ethernet at 100 Mbps).

Although Gigabit Ethernet is able to handle tbis kind of trafflc, it still cannat cape with

the multi-stream demands of the SRE. For example, for five streams, the total bandwidth

is 1105 Mbps, which exceeds the sustained bandwidth ofGigabit Ethemet.

•

In most SRE applications, the participants do not carry out actions involving large

movements such as running. AIso at tbis early stage, we assume ooly one participant in

each location. Furthermore, the background at each location is relatively statÎC. In fact,

we might want to use a synthesized background in sorne applications. Based on these
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• assumptions, we propose an image-processing aIgorithm to the captured raw images,

wbich extracts a bounding box around each participant in the format of raw image data,

but requiring less bandwidth due to its reduced size. By transmitting these reduced video

frames, we are able to avoid the time spent on image compression and decompression

without overloading the underlying network. For example, if the bounding box is 160

x 120 pixels, the bandwidth requirement is reduced to about 14Mbps, permitting 100

BaseT LAN to handle up to 4 video streams at tbis bandwidth. The background of each

location can he transmitted in JPEG fonnat at a lower frequency. Therefore, it is a hybrid

system in which both processed raw video frames and MJPEG video frames are

transmitted.

There are several problems with the new system. Ficst, the image-processing algorithm

introduces an extra delay. However, the time spent on processing the image is smaller

than the time required by the process of compression-decompression. At present, the

algorithm takes approximately 20 ms on a Pentium m 500 MHz machine ta generate a

bounding box of 160x120 from a 640x 480 raw image, which is much less than the 50 ms

required by the compression and decompression on a SGI 02. A second problem is that

if the participant is tao close to the camera, the size of the generated raw image might not

he significantly smaller than the original raw frame since the participant could easily

occupy the entice image. A third problem is that the algorithm can only isolate a single

participant at present. While acceptable al tbis early stage, the long-term goal is to

support multiple participants at each location [58].

•
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Figure 3.3. Screen capture from hybrid video agent

Figure 3.3 illustrates a scene produced by this syste~ employing the background

removal algorithm developed by Arseneau [59]. The bounding box can he put into both a

natural scene and sYnthesized background. Sïnce our interest is simply to prototype a

working syste~ no effort was spent on the efficient display of the image.

3.5 Lessons Learned

In this chapter, a simple audiovisual communication system for the SRE testbed was

prototyped. An important lesson learned is that compressed video is not suitable for

applications that have strict constraints on latency. Our results show that MJPEG

compression and decompression introduces significant latency when current off-the-shelf

hardware codees are used.
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Raw image data offers more flexibility and imposes no extra delay. Therefore it is more

suitable for low latency applications. The disadvantage of raw image is that it requires

significant bandwidth. Although the rapid growth of the network industry bas already

made it possible to transmit a single raw video stream with off-the-sbelf equipment

(Gigabit Ethemet), it is still too expensive to accommodate multiple raw video streams

(as 10 Gigabit Ethemet would he required). Based on the assumption tbat the

background ofeach location does not change very oCten, we propose a hybrid system that

ooly transmits part of the raw image by removing irrelevant background with an image

processing algorithm. This design demonstrates great potential since it provides bath low

latency and flexibility for video processing on the receiving end.

In the interests of expediency of implementation, we use Tep as the transmission

protocol, which greatly reduces the complexity of the program. AIthough our system

does not meet ail the requirements of various applications, it cao still he used for

experiments that study human-human interaction in our computer-mediated environment.
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Chapter 4: Real-Time Internet Streaming of Multi-channel

Audio

The previous chapter introduced our initial efforts of building a prototype audiovisual

communication system. Although it works nicely in a LAN environment, the system is

not equipped to handle real world application over the Internet, where packet loss is quite

common. It is very difficult for the system to deliver data in a timely fashion since it uses

unmodified TCP as the transmission protocol. In tbis chapter, we turn our attention to the

development of a robust communication system capable of streaming high quality, multi

channel audio over the Internet.

4.1 Introduction

Today, real-time Internet music streaming, such as that available from RealNetworks

(realnetworks.com) and MP3 (mp3.com), is regularly enjoyed by millions of listeners.

The limiting factor in such transmissions is typically the available bandwidth of the

underlying networks. As a result, Internet audio streaming technologies are invariably

characterized by relatively low-bandwidth, low-quality, stereo sound. Although tbis may

satisfy the minimal requirements of casual audiences, it is by no means sufficient for a

society of musicians and professional audio engineers [60], to whom high-fidelity, multi

channel audio is a necessity. As stated in Chapter 1 and Chapter 2, the SRE is designed

to support spatialized audio and the applications like distributed musical performance.
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• AIl of these require the delivery of high quality, multi-channel audio. Fortunately, the

recent emergence of advanced research networks provides an opportunitYto explore the

possibilities of real-time streaming of bigh quality, high bandwidth, and multi-channel

audio over the Internet.

We design a system that is able to transmit multi-channel audio over Internet. Using tbis

technology, we carried out two successful demonstrations, one for the 107th Audio

Engineering Society (AES) Convention in New York and the second for the 1999

Canarie Advanced Networks Workshop in Toronto. Considering the emergence of

Megabit ADSL and cable-modem links to the home, we note that these trials are not

merely fanciful research experiments, but rather, likely prototypes of the next generation

ofconsumer entertainment delivery mechanisffiS.

4.2 The Demonstrations

The frrst demonstration, on September 26, 1999, involved the transmission of AC-3 audio

accompanied by a separate MPEG-l video stre~ requiring a total bandwidth of

approximalely 3 Mbps. A live performance of the McGill University Swing Band,

•

playing al McGill's Redpath Hall, was delivered to an audience at the Cantor Film Center

of New York University, with a time delay of approximately three seconds. 1 The second

1 A highly conservative lS-second delay was employed during the first half of the performance, but this
was later reduced to three seconds as the authors attempted to demonstrate the importance of buffering.
However. due to its robust retransmission algorithm, the system continued to deliver lossless audio, despite
competing traffic on the network, even as the accompanying MPEG-l stream exhibited occasional drops.
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• demonstration, on November 28, 1999, delivered from McGill University to the

Metropolitan Toronto Convention Center, repeated the setup used in New Yorle, but

decreased the time delay to approximately one second, thereby illustrating the potential

of the technology for reliable, real-time transmissions. At the same time, we generated

an additional 12 Mbps of competing traffic between the two sites to test the system's

robustness to congestion. An additional experiment, employing six channels of

uncompressed, linear coded audio, 24 bits per sample al 96 kHz, could not he carried out

due to limitations of the hardware.

4.2.1 Hardware

•

Figure 4.1 illustrates the eXPerimental setup. The output of a mixing console at McGill

University was fed ioto a Sony PCM-800, wbich converted the six channels of analog

input to PCM at 16 bits Per channel, 48 kHz, which were in turn provided to a Dolby

DP569 encoder via three AESIEBU streams. The resulting AC-3 data, encapsulated in an

AESIEBU stream at 1.536 Mbps, was read by the sender program running on a Silicon

Graphics Indy (R4600 with 64 Mbytes RAM). The sender was responsible for

segmenting the audio data iota discrete packets and transmittiog them over the network,

to another Indy R4600 with 150 Mbytes RAM), located at the Cantor Film Center (or the

Toronto Convention Center). A receiver program, running on tbis machine, read the

packets from the network, extracted the audio data, and provided it via the Indy's

AESIEBU port, to a Dolby DP562 decoder, which decompressed the AC-3 data and

delivered the audio to a playback system
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The setup for the uncompressed audio experiment called for the six channel audio

sources to he connected to AID converters manufactured by Data Conversion Systems

(deS), whose outputs are integrated by a prototype APX encoder unît. The encoder

packs the resulting audio stream into a flexible data format, discussed in the following

section, which is then read by the sender program running under Linux on a Pentium li

PC. While the initial design called for a bigh speed parallel port interface between the

APX and the PC, we found that the parallel port ua consumed all available clock cycles,

leaving no time for the transmission (or reception) of data through the network card, nor

the servicing (or generation) of retransmission requests. The next version of tbis

hardware, currently in development, will replace the parallel port interface with a

Firewire (IEEE 1394) port, thereby allowing for lower 1/0 overhead. Although hardware

limitations have so far prevented us from demonstrating an end-to-end system in

operation, simulations indicate that our system is able to meet the network demands of

the uncompressed format. 1

The sender program is responsible for transmitting the data over the Internet to a receiver

program, running on an identical PC, where the audio data is extracted and delivered to

an APX decoder, which unpacks the data and passes the streams to DIA converters for

playback.

1 It is our intention to carry out a demonstration of this system al the upcoming l09lh AES convention.
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Figure 4.2. Format of an uncompressed audio data black. Every six-bit segment contains
the values of one particular bit position ofone audio sample over all six channels. The
data is ordered with the Most significant bit ofevery sample appearing before the next
significant bit. This permits signal reduction without complex manipulations through a
simple truncation of the block at any chose resolution.

4.2..2 Audio and Video Format

The AC-3 audio data (encoded Dolby 5.1) is encapsulated in a stereo AESIEBU (48 kHzy

16 bit) stream provided by the Dolby Encoder. AC-3 carries five full-range channels and

one lowe-frequency effect channel (subwoofer) [21], but because of compressiony does

not require the full bandwidth of AESIEBU. While it is therefore possible to reduce the

AC-3 bandwidth demands by discarding the padded zeros of the AESIEBU stream. we

chose not to do 50y as our research goal involves higher bandwidth applicationsy such as

the transmission ofuncompressed six-channel PCM data.
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For transmission of uncompressed audio data, the APX encoder reads all six channels of

data from the AID converters and packs them into custom data blacks, pictured in Figure

4.2. Each black includes 144 samples of the six-channel audio data, arranged in layers of

successively decreasing sample resolution. In this manner, the fICst layer consists of the

most significant bit of each sample for each of the six channels. This is then followed by

the second layer, which contains the next most significant bit of each sample, and sa on.

This is actually an implementation of layered coding that was discussed in chapter 2.

This layered coding format is very similar ta the method of packetized voice, as specified

by ITU-T 0.764, designed for the convenience of congestion control. Further details

concerning the effect of tbis layering on system performance are discussed in sections

4.5.4 and section 4.6.4 of tbis chapter.

In addition to the audio stream, we utilized Cisco's IPffV system for the encoding,

transmission, and decoding of MPEG-I video at approximately 1.5 Mbps and MPEO-2

video at approximately 3.0 MbpSI. As IPffV does not yet provide support for external

synchronization, nor the transport of high fidelity, multi-channel audio, the alignment of

audio and video streams was performed manually, immediately prior ta the

demonstrations. It should he noted that MPEG-2 Advanced Audio Coding (AAC)

supports synchronized playback of multi-channel audio with greater fidelity than AC-3,

but tbis format is not currently supported by IPrrv.

1 Due lO limited processor resources al the lime, we only utilized the MPEG-l stream for these
demonstrations.

42



• 4.2.3 Network Route

For the tirst demonstration, the audio and video streams were transmitted over the high-

performance networks managed by Canarie (Canada) and Intemet2 (US) corporations.

The network route used during this demonstration, along with the available bandwidth of

each link, as measured by pathchar/, is illustrated in Figure 4.3. For the second

demonstration, the network route was confined to that portion of the original path

between Montreal and Toronto.

37 Mbps

•

Figure 4.3. The network path between sender and receiver

Although these networks have relatively high capacity, there were several bottlenecks

that limited the available bandwidth. For an AC-3 audio stre~ these bottleoecks may

not appear significaot, as our bandwidth demands amounted to ooly a fraction of the

available capacity. However, transient network congestion induced by other high

1 Note that there has been considerable discussion as to the accuracy of measurements provided by this
trol.
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• bandwidth applications would prove fatal to a simple audio transmission protocol. We

were challenged to ensure robustnf;ss, despite the lack of bandwidth guarantees and the

unavailability of any bandwidth reservation protocols on the network. Just as on a public

Internet, we had to compete with aIl other traffic, while ensuring the delivery of our AC-3

audio stream.

4.3 The Audio Transmission System

The design of our transmission protocol was the most critical component of the system.

Sïnce the audio data was to he streamed and played back in real time, the protocol bad to

ensure delivery of data to the receiver with low latency, low error and loss rate, and most

importantly, without breaks in continuity. It is this fmal point that ultimately determined

the success of the demonstration, as any interruption of the output stream would cause an

immediately noticeable break in the music.

Our design was based in part on the Adaptive File Distribution System (AFDP) [61],

which provides efficient and reliable delivery of a file to multiple hosts on an Internet.

The fundamental difference between AFDP and our application is that the former is not

bound by real-time constraints. For a streaming audio application, we are wi11ing to trade

a small amount of reliability in exchange for real-time performance.

•
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• 4.3.1 Transmission Protocol

Based on the discussion in chapter 2, we choose UDP as the main protocoI to transmit

audio data However, as demonstrated in later sections, TCP, although limited by the

aggressive congestion control, could he useful in sorne situations.

RTP (real-time transport protocol) [28] provides an application framework for developing

program that transmits real-time data such as audio and video over multicast or unicast

network services. In fact, applications typically run RTP on top of UDP [9]. As time

was limited (we need to deliver a working system for the demonstration deadline), rather

than implement the entire RTP specification in our prototype, we opted to develop a

lightweight version, tailored for our reliable unicasting needs. Our implementation

includes most of RTP's basic services, including payload type identification, sequence

numbering, timestamping and delivery monitoring.

4.3.2 Program Overview

Figure 4.4 presents the structure of the sender and receiver programs and illustrates the

interactions between them. The main program structures are the same for both the AC-3

and uncompressed versions of the program. At each host, three network sockets are

created for communication between the two programs:

A TCP connection initiated by the receiver, used to request transmission of audio data

from the sender.

•
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Figure 4.4. Communication software structure.l and 3 is TCP;2 is UDP

A UDP channel, used for the transmission and retransmission of the audio data.

A TCP connection initiated by the receiver, used for the exchange of control packets

between the two programs and for the occasional retransmission of missing audio data, as

will be explained below.

The sender process maintains an audio queue containing pointers to the data packets

being transmitted. This process has two threads. One thread continuously reads the

output of the audio encoder, stores tbis data in packets, and adds them to the audio queue.

The second thread is responsible for the transmission and retransmission of audio data to

the receiver.

The receiver process consists of a single thread, which continuously checks the UDP and

Tep sockets for incoming data and stores these received packets in an audio queue. At

• every iteration through the loop, a periodic timer is checked. Whenever the timer
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• expires, audio data is dequeued and sent ta the pIayback device and the remainder of the

queue is checked for missing data. Ifnecessary, a retransmission request is then issued to

the sender.

Ali the data transmission by our system takes place in the form of user-defmed data and

control packets. Data packets, normally sent by UDP, except during retransmissions,

consist of an identifyiog header and a payload, which carries audio data. The identifying

header incIudes sequence number, timestamp and the payIoad data type. It aIso includes

the most recent average transmission rate at the sender. This can he used by the receiver

to estimate the current network congestion. Control packets, sent by Tep to provide

guaranteed delivery, are used primarily for retransmission requests and exchanging

monitoring information between the sender and receiver.

4.3.3 Data Buffering

As discussed in the following sections, retransmission is used for the recovery of 10st

packets as needed to ensure reliabIe end-ta-end transport. This requires that audio data

he buffered al both the sender and the receiver. Both ends maintain the audio data in a

ring buffer, implemented as a linear array of pointers to the data packets, in order to allow

direct access to the corresponding data segments.

•
As each block of audio is read at the source, the sender stores tbis data in a new packet

and inserts a pointer to it ioto the appropriate cell, indexed by sequence number. When

the head of the ring buffer reaches the tail, the oldest audio packets are freed, leaving

space for newly acquired data. In tbis manner, the send buffer is aIways kept full,
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• allowing for a maximal retransmission window, apart from a short period at the

begiDning of the program.

At the receiver, the incoming data packets are saved and a pointer to each is added to the

buffer in a cell determined by the packet's sequence number. Once the number of data

packets stored inside the buffer reaches the playing threshold, this data is dequeued and

sent to the pIayback device. At tbis point, a periodic timer is started, and on each

expiration of the timer, the oIdest packets are dequeued from the ring buffer and played.

For a lossless network, the receiving rate should he equal to the playback rate and hence,

the number of packets in the receive buffer wouId he constant. However, in the real

worId, the receive buffer tluctuates because of packet loss caused by network congestion.

4.4 Packet Recovery and Congestion Control Mechanisms

Sïnce packet loss is inevitable, we require a lightweight recovery protocoI in our

program. This protocol must he reliable, subject to best-effort limitations, and fast, such

that the receiver recovers the missing data in time for playback. Our ability to satisfy

these demands is determined jointly by the network architecture, link capacity, competing

traffic, and the aIgorithms employed. It is only this last variable over which we have any

control.

• As discussed in chapter 2, there are two basic loss recovery schemes: FEe and ARQ.
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• FEe was not used in tbis system since it cannot recover from a large burst of packet losst

whicb we observed frequently during our trials (see Section 4.5.2). An additional

relevant factor is that we were only concemed with reliablet one-way transmission in tbis

application, hence9 there was no need for low-Iatency interactivity.

ARQ bas been used in our system It is proved to he quite effective provided that

network capacity was not saturated. A1though we have so far demonstrated unicast

alonet our system can he extended easily to support multicast, permitting its application

to the distribution of a concert to several sites at once. It is discussed in chapter 2 that

ARQ cao he very effective for multicasting application.

Our implementation of ARQ employs a selective-repeat technique. Each data packet is

laheled by the sender with a unique sequence number. The receiver detects missing data

by checking periodically for a gap in the sequence numbers of received packets. When

such a gap is found, the receiver issues a negative acknowledgement (NAK) to the sender

as a retransmission request [61].

We illustrate the ARQ-based packet recovery protocol by intentionally dropping 30

seconds of audio data in the middle of an AC-3 transmission, as shown in Figure 4.5. At

the onset of simulated packet loss, the receiving rate drops to zero. The receiver then

issues a retransmission request and shortly thereafter9 the retransmitted packets begin to

arrive.
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Figure 4.5. Demonstration of the loss recovery protocol, in which the receiver starts ta
drop packets at 40 seconds. (a) The sender begins transmitting packets normally, but in
response to a resend request from the receiver, the retransmission protocol is activated at
t=40s. (b) The receiver fails to receive any packets via the UDP socket so issues a
retransmission request shortly after the onset of packet loss.

• Sînce the packet loss in tbis case is not caused by network congestion, the simulation is,

of course, completely artificial, and serves only to demonstrate the high-Ievel operation
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• of the program. In practice, retransmission of lost data cannat he guaranteed to arrive in

a timely manner during periods of network congestion. We address this point in section 4

4.4.1 Retransmission Protocol

Having decided on the use of ARQ, we were tben faced with the choice of retransmission

protocol for lost audio packets. Based on the discussion of chapter 2, UDP would seem

to he an obvious candidate. However, because of its inherent unreliability, we must aIso

apply our loss recovery protocol to the retransnùtted data Furthermore, the temporal

constraint that each audio packet must be received before its playback time mandates that

losses of the resent packets are detected quickly and that further repeated retransmissions

he carried out with minimallatency.

For the high bandwidth, uncompressed audio data, a UDP based retransmission protocol

is used. Once a NAK is issued for missing packets, a timer is started. When tbis timer

expires, the missing packets are rechecked, and if any are still missing, another NAK is

sent. This process could continue until it is too late to receive the missing packets.

However, a disadvantage of trus method is tbat multiple retransmissions will increase

network load, thereby leading to further packet loss. In order to prevent overloading the

network with repeatedly resent data, we abort our retransmission efforts on any given

packet after three attempts.

•
Under conditions of high congestion, our experiments demonstrate that Tep is unable to

retransmit lost data effectively, due ta its network-friendly congestion control algorithms.
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• For greedy, high bandwidth, real time applications, UDP is thus the ooly choice for

retransmission. However, for low bandwidth audio data such as AC-3, we fmd that Tep

is weil suited to deal with retransmissions, as the risk of delay associated with its

congestion avoidance mechanism is preferable to continued packet loss under UDP. The

reason for tbis hypothesis is simple: Even if the packets resent by TCP do not arrive in

time for playback, the continuing UDP transmission of later audio data will not he

affected. Thus, a break in the music, if one is forced to occur, will be of minimal

duration. Our hypothesis was confnmed by experiments, descrihed in section 4.5.3,

which compare the performance of TCP and UDP for loss recovery of an AC-3

transmission under different levels of congestion. This led us to choose Tep as the

retransmission protocol for the AC-3 demonstrations.

4.4.2 Naive Congestion Control

•

Retransmitted data naturally increases bandwidth utilization. For the transmission of

uncompressed audio at 13 Mbps, some of the network links near the sender approached

saturation. Under these conditions, it was thus dangerously easy to overload the network.

What happens in tbis situation can he described as a positive feedback Joop: A competing

data stream causes congestion, which leads to packet loss in our appLIcation.

Retransmission is then requested to recover the lost packets. If the competing data

stream persists during the retransmission, congestion becomes even more severe, leading

to a further increase of packet loss, and 50 forth, eventually leading to congestion

collapse.
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• In order to avoid tbis scenario, we define certain thresholds on the network traffic

parameters. Once these thresholds are exceeded, the program simply ignores any packet

10ss. Unfortunately, this method is rather naïve. It may activate too early and drop

packets that are potentially recoverable or activate too late to prevent congestion collapse.

One would prefer a smoother response to congestion.

As discussed in chapter 2, TCP implements an effective congestion avoidance a1gorithm.

It will back off and decrease the transmission rate whenever congestion is encountered.

While the nature of our application does not lend itself ta a strong congestion control

procedure, it would he disastrous ta do without one altogether. Therefore, we chose to

implement a weaker algorithm, based on layer carling congestion control.

•

4.4.3 Layered Coding Congestion Control

As introduced in chapter 2, Layered carling congestion control is a common rnethod used

in real time multimedia streaming. The idea is to reduce sampling resolution, and hence,

bandwidth usage of the media stream, while keeping the frame rate constant, when

congestion is encountered. It is significantly different from the congestion control used

in TCP, in which case the transmission rate is reduced during periods of congestion.

Layered carling relieves network congestion by reducing the quality of the transmitted

media, while preserving the frame rate at which it is sent. While beneficial, we note that

tbis is a relatively weak solution, which cannot deal with congestion as effectively as the

control algorithm employed by Tep.
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• Applying the layered coding technique to the uncompressed audio stream, we can drop

the n least significant bits of each audio sample to reduce its bit rate, where n varies

monotonically with observed congestion. For example, we can reduce the sample

resolution from 24 to 16 bits for a 33% decrease in bandwidth requirements. Since the

least significant bits are arranged at the end of each audio block, as shown in Figure 4.2,

congestion control is easily accomplished by truncating data packets at the desired

resolution.

The dynamic variation of sample resolution is the most important component of the

congestion control algorithm, and depends on many parameters. In our experimental

trials between McGill and NYU, we found that a packet loss of 10% represents a

reasonable threshold at which ta assume possible network congestion. Therefore, as soon

as this threshold is reached within any window, we reduce sample resolution by one bit.

For every further 4% increase in packet loss, we drop an additional bit, which is

equivalent to reducing the original 24-bits/sample stream by 1124 ::::: 4%. In section 4.5.4,

we present sorne measurements demonstrating the effectiveness of the layered coding

congestion control in improving packet loss recovery and relieving network congestion.

4.5 System Performance

The characteristics of the underlying network are very important in determining the

design of our system and its resulting performance. In arder to better understand these

characteristics of the network between McGill and NYU, we conducted numerous

•
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• measurements of throughput, round trip time, jitter, and the effect of packet size and burst

length on throughput.

4.5.1 Packet Size

A. previous study [61] demonstrated that packet size has a significant effect on LAN

throughput, with larger packet size learling to greater received data rates. We expected to

fmd similar results in an Internet environment, so measured the throughput achieved for

various packet sizes transmitted at a fixed rate between McGill and NYU. When the

transmission rate was low (1.5 Mbps and 13 Mbps), packet size had !ittle effect, but

interestingly, at high transmission rates ( >20Mbps), we were able to achieve maximum

throughput with a medium sized packet of approximately 6000 bytes. Based on these

results, we opted to use a packet size of 1500 bytes for the AC-3 stre~ and 6912 bytes

for the uncompressed format, since the effect of packet size is not significant in these two

cases.

4.5.2 Packet Loss

The pattern of packet loss is very important since it determines the loss recovery

algorithm we should use. Despite contrasting experiences of researchers working with

the high-speed Abilene backbone [62], our observations were consistent with previous

results demonstrating that packet losses are typically bursty [63][64]. Figure 4.6 shows

one of our packet loss measurements at 13Mbps, with a packet size is 6912 bytes aver a

20 minute trial. This means that the transmission rate of the packet is 250 packets per

• second. While the overall pactet loss rate is negligible (0.6%), the number of dropped
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• packets in sorne of these episodes is alarmingly high. AIthough. there are only 13

episodes in which the number of lost packets is larger than 5, they count 57% of the total

packet loss. It is highly impractical to use a simple FEe to recover from this kind of

packet loss.

loss less than 5
1 episode of 881

•

11%

12 episodes ranging from 5 ta 54

Figure 4.6. The bursty nature of packet 10ss. While there are only 13 bursts of packet loss
that could not he recovered using an FEe scheme, these bursts accounted for 57% of the
total packet loss. In particular, a single large burst, such as the one shown here of 881
packets, is not atypical for busy periods of the day.

Under conditions of packet 10ss caused by network congestion, it is likely that the

congestion is short-lived, in which case, retransmitted data can arrive without difficulty.

However, it is also possible that the retransmission will face similar or worse congestion

than that which caused the original packet 10ss, especially if the resend occurs in close

proximity to the initial transmission. Dy introducing a receive buffer that is longer than

the expected bUISt duration, retransmission congestion problems can he reduced
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• significantly. The remainder of this section explores our design decisions conceming the

management of packet loss as weIl as the experiments conducted to validate the design.

4.5.3 Ae-3 retransmission

In earlier sections, we suggested tbat a TCP based retransmission might he better suited

for AC-3 data than a simple UDP based scheme. In order to verify this hypothesis, we

carried out simulations using both TCP and simple1 UDP retransmissions to recover from

packet loss caused by manually generated network congestion. Figure 4.7 summarizes

the results of these tests, comparing TCP and UDP retransmission protocols under

varying levels of network congestion. The generated congestion has a ten-second

duration while the receiver alIows a maximum of five seconds delay before an audio

packet must he played.

Under conditions of mild network congestion, TCP demonstrates a 100% recovery rate,

while UDP, due to its unreliable nature, achieves slightly less. Thus, without a

considerable amount of hand-tuning of the UDP recovery mechanism, Tep is preferable

under modest network loads. This should come as no surprise, since Tep has been

optimized for sucb environments.

•
However, as network congestion increases, TCP does not cope as weIl. In fairness, Tep

was designed to he weIl behaved to the network under such conditions, whereas our

needs are somewhat greedy. As cao he seen in Figure 4.7, for our particular experimental
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• configuration, UDP is better able to recover from network congestion brought on by

competing traffic in excess of 30 Mbps. Although TCP will eventually deliver 100% of

the packets, they do not arrive in time for pJayback. Thus, the effective recovery rate of

Tep is significantly lower than our UDP protocol.

100 • Tep 1

90 -. i ••••• lIJI.-80 -•- ~

fi. 70 ..- 4It •
JI 60 --l! ..
r 50

40
0 30
~ 20

10
0

20 30 40 50 60

simulated congestion (Mbps)

Figure 4.7. UDP- vs. TCP-based Joss recovery protocols under network congestion.
While competing throughput is under 30 Mbps, Tep is able to recover fully, but once
congestion increases beyond this point, UDP is preferable for our application.

Interestingly, we note that despite the quantitative superiority of UDP (70% recovery vs.

17% for Tep) under severe congestion, there is little observable difference in terms of

the audio quality. To a human Iistener, the resulting gaps in the audio stream are easily

discernable, regardIess of whether tbat gap lasts for 80 ms or 800 IDS. In fact, it may he

• 1 For a simple UDP retransmission scheme, the lost data packets are retransmitted only once.
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• preferable to mute for several seconds rather than play a segment corrupted ~y DÛSSing

packets.

4.5.4 Layered Coding Congestion Control for Uncompressed Audio

In order to evaluate the effectiveness of the layered coding congestion control mechanism

for uncompressed audio, we tested its performance under conditions of varying network

congestion.1 Again, we produced congestion manually, by pumping a dummy stream of

up to 17 Mbps into the network at the source, in parallel with our 13 Mbps audio stream,

for a duration of approxirnately 30 seconds. Figure 4.8 presents the results of lost packet

recovery both with and without layered coding congestion control. While the program is

unable to recover aIl lost packets in lime for playback under conditions of severe

congestion. it performs significantly better with the layered coding congestion control

mechanism than without it. From the listener's perspective. there is a region at the left of

the graph in which the layered carling congestion control is able to achieve an unbroken

playback stream, with occasional reduction in sample resolution, whereas a simple

retransmission strategy results in occasional breaks in the music.

•
1 Note that the experiments reported here were performed under different network conditions from those of
the previous section. Whereas the data for figure 5 was produced shortly after the first AES demo. with a
Iightly loaded receiver connected directly to the NYU backbone, the data for Figures 8 and 9 was obtained
more recently, with the receiver running on a public machine severa! hops away trom the backbone. This
accounts for the discrepancy in additional data required to produce the same levels ofcongestion in the
various experiments.
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Figure 4.8. Demonstration of the effectiveness of lost packet recovery using layered
coding congestion control (CC). The x-axis represents the sum of the bandwidth
consumed by simulated congestion stream and the uncompressed audio stream. The y
axis indicates the percentage of packets that are recovered by the protocol in time for
playback.

Of course, the primary motivation for employing a congestion control mechanism is its

damping effect on bandwidth utilization during periods of heavy network traffic.

Although the positive feedback loop still exists, its gain is reduced. This effect is

demonstrated in Figure 4.9, representing the rate of packet loss, which is a reasonable

indication of network congestion, as a function of time. One cao see that without

congestion controt packet loss increases rapidly and remains above 50% for aImast half

of the congestion period. From our experience, timely recovery becomes exceedingly

difficult once the loss rate exceeds this level. However, with congestion control, the

overallievei of packet loss is lower, as is the rate of its increase during congestion. As a

result, the program is able to recover 88% of the audio packets, as opposed to 77%

• without congestion control.
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Figure 4.9. The effect of layered coding congestion control (CC) in relieving network
load, under an artificially generated congestion stream of 30 seconds.

4.& Conclusions

Before discussing the lessons leamed from these experirnents and demonstrations, it is

helpful to distinguish between the requirements for our one-way audio transmission (e.g.

broadcasting) and those of a two-way interactive audio transmission (e.g.

teleconferencing). While the former are generally tolerant of several seconds of delay,

incurred by buffering, tbis is not the case for interactive applications, such as remote

•
music teaching, where the maximum tolerable latency is very low. For example, studies

by telephony companies suggest that hurnan conversation cannat tolerate latency in
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• excess of 200ms. For musical interaction this number is considered to he significantly

lower.

4.6.1 Effective Loss Recovery

AIthough different applications require completely different architectures, the

fundamental problem of audio over Internet is flow control, that is, efficient transmission

and reliable recovery of lost data. For high bandwidth, unidirectional music streaming,

we found automatic repeat request (ARQ) to he the most effective loss recovery

mechanism, allowing for perfect playback of the audio stream, provided network

congestion remained moderate. Unlike forward error correction (FEe), which incurs the

overhead of additional bits on every transmission, ARQ need only increase its sending

rate ta recover from lost data. Not only is tbis approach more appropriate under

conditions of bursty packet loss, it is also helpful in minimizing bandwidth requirements,

which, in the case ofuncompressed audio, are already very high.

As a counterpoint, in a recent demonstration of HDTV over Internet l [65], researchers at

the University of Washington successfully made use of FEe for a 40 Mbps compressed

transmission. However, their network path afforded two orders of magnitude more

bandwidth, with their host-to-network connectivity operating on Gigabit (vs. lOO Mbit)

Ethemet. Obviously, these differences do not permit an apples-to-apples comparison.

While FEe proved effective for the HDTV trial, it could easily lead to congestion

problems when spare bandwidth is limited.

• 1 Please see www.washington.edulresearchtv/special/sc99.htrnJ
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In general, one must make a trade-offhetween audio quality and latency. For interactive

audio applications with a hard upper limit on latency, it is difficult to imp[ement a perfect

Joss recovery protocoL If total delay is to he kept ooly marginally greater than network

[atency, it is nearly impossible to use an ARQ implementation since any retransmission

request and resend involves a minimum of one round-trip delay. In tbis case, one would

have no choice but ta employ FEC. For example, in rernote music teaching, if the

participants are able to tolerate occasional breaks in the music, perhaps by repeating the

broken session, then FEC should he employed to minimize latency and improve

interactivity. In fact, we are in the process of implementing an FEC recovery protocol for

AC-3 applications requiring low latency, since the lower bandwidth demands of AC-3 are

unlikely ta create congestion problems.

4.6.2 Tep as Transmission or Retransmission Protocol

Although, TCP is not an ideal protoco[ for bulk data transmission, various modifications

can he made to improve its throughput [55]. For example, the size of the sliding window

advertised by the receiver limits the amount of data that the sender can transmit pending

an explicit acknowledgement [56]. Ta compensate, we increase the TCP buffer size on

both sender and receiver, thereby improving throughput [57]. The selective

acknowledgement protocol, along with various other extensions [66][67], is designed to

improve the performance of TCP in the event of multiple missing segments within a

window. Althougb, these modifications cannot change the fact that TCP, over a lossy

network, is limited by its congestion control algorithm we believe that a properly tuned
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• TCP based packet recovery protocol couJd recover most of the packet loss experienced

by an AC-3 stream. However, tbis would likely not he feasihle for high bandwidth

uncompressed audio, nor interactive music applications in which minimal latency is

imPerative.

Our experiments further indicated that vanilla TCP is a good candidate as the

retransmission protocol for AC-3 data, provided packet loss is not severe. In tbis case,

TCP is ooly used for relatively small amounts of data communication, so delays related

to its robust algorithms tend to he of minimal consequence. Exhaustive testing, in which

the system ran uninterrupted for several days, demonstrated the robustness of tbis

approach.

Based on the strengths of TCP, we are developing a 10ss recovery protocoI on top of

UDP. This would provide many of the desirable features of TCP, in particular, flow

control and reliability, while offering a Iess restrictive congestion avoidance mechanism.

For exarnple, to maximize performance, the slow start algorithm [56] will not he

implemented. However, sorne congestion control is still required, in particular under

severe packet 10ss, as best-effort (i.e. greedy) delivery over the Internet is highly

problematic [68].

•
4.&.3 Multicasting

Although our experiments concentrated on one-to-one communication, there are likely

far more applications for tbis work that involve simultaneous transmission to multiple

64



• recipients. Parallei unicasting to multiple hasts, as is the practice of many network-based

applications, simply does not scale, and bence, multicasting is required [61]. Fortunately,

the algorithms we have empIoyed Iend themselves easily to a multicast adaptation, and

we will he exploring tbis direction in the near future.

4.&.4 Coping with Congestion

An important determinant in the evaluation of a software system is its performance under

extreme conditions, that is, stress testing. In our application, tbis is reIated to the

system's performance under conditions of severe congestion. While no system can

assure 100% data transfer in tbis case, we cao relieve congestion by employing the

appropriate congestion control algorithms. We have already demonstrated that a system

with proper congestion control suffers less packet loss during a severe congestion than a

system without congestion control.

Theoretical and experimental study has shawn that a single trafflc stream with no

congestion control can cause congestion collapse in a busy network, disastrous to all

users. Our results are consistent with these studies. In response, the network community

is promoting new routing aIgorithms that punish those traffic streams that do not employ

congestion control mechanisms.

The design and implementation of a congestion control algorithm for end-to-end real time

media communication is an active research area. While the congestion control utilized by

• Tep is mature and proven, it is not suitable for real time applications. Instead, most
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• ongoing studies follow the approach of layered coding. Unfortunately, a general purpose

solution is impossible, as different media such as raw video, !inear PCM audio, and AC-3

audio, each have different characteristics that may or may not fend themselves to anyone

layered implementation. For example, our simple implementation of layered coding

appears ta he effective for uncompressed audio transmission, but cannat he applied ta

AC-3.

As a fmal note on tbis tapie, if the bandwidth of an audio stream is high relative to the

available capacity, slight reductions achieved tbrough layered coding will likely prove

less effective than Tep congestion control. From our experience, unless layered coding

cao reduce bandwidth substantially without a serious decrease in observed quality, a

better solution for congestion control may he to eut the transmission entirely for a certain

periode

4.7 Real-world Demonstration

A1though considerable effort went ioto the design and development of the syste~ we

must confess to beiog surprised by how weIl it worked. Given the unreliability of

network communications and the unavailability of bandwidth reservations, at least a few

glitches were expected. Indeed, during development and tuning, various problems with

the network configuration were noted, each of which could have proved fatal to the

demonstration.

•
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• FoUowing a cautious initial demonstration employing a twenty second buffer to the

Cantor Ftlm Center, the delay was reduced to a mere three seconds. When tbis failed to

introduce interruptions to the audio stre~ the network news feed into NYU was

resumed, thereby generating considerable competing traffic al the receiver end. At tbis

point, severa! interruptions to the Cisco IPrrv video stream (requiring similar bandwidth

to our audio system and utilizing the same delay) were observed. However, at no point

during the demonstration did the audio break from a continuous stream.

•
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Chapter 5: Conclusions and Possible Improvements

This thesis described the effort of building an audiovisual communication system for the

SRE. Chapter 1 introduced the rationale for building the SRE. Chapter 2 reviewed the

technical issues related to the development of the testbed. Chapters 3 and 4 introduced

the implementation of two systems that support audiovisual communication in the SRE.

The f11"st enabled video and audio communication between the initial two test roontS,

located on the same LAN at CIM. The second was for streaming high-fidelity, multi

channel audio over the Internet. Although both systems proved successful, they still

require sorne improvements in order to support all of the targeted SRE applications, the

most important being the reduction of latency. This is limited by the available network

architecture and transmission protocols. In Chapter 3, the possibilitYof reducing latency

by constructing a hybrid system that transmits both raw and compressed video was

explored. Finally, this chapter discusses several alternatives that might help to improve

the performance of the system.

5.1 Network Architecture Improvement

The ideal solution is to provide a network with sufficient bandwidth so that latency can

he reduced to the propagation delay along the network. For the initial SRE testbed, in

which the rooms are located either on the same LAN (CIM) or on the same campus

• (McGllI), it is quite feasihle to build such a high performance network. For example, we
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• cao replace the 100 BaseT Ethemet connections with a Gigabit. or even 10-Gigabit

connection. ATM is aIso a possible candidate, although a recent trend is to send IP

directly over the optical connection. as is done by CAnet 3.

Unfortunately, if the remote location is more distant, such as another city, it is not trivial

at present to provide connections with such high bandwidth. Even though the backbones

of severa! high performance networks (e.g. Internet 2 and CAnet 3) carry tbis bandwidth,

it is very difficult to Iay an end-to-end connection to an arbitrary desktop. At

Supercomputer 99 (SC99), streams of data at lOGbps were delivered from Microsoft

Corporation and the University of Washington at Seattle to the S899 exhibition hall in

Portland. While, tbis was ooly for demonstration purposes, it does indicate that such high

bandwidth transmission capabilities are ooly a short time away.

5.2 Forward Error Correction

In Chapter 4, a system that is able to stream high quality, multi-channel audio over the

Internet was developed. Since the transmission was unidirectional, the system could

afford to have a latency of a few seconds, allowing us to use ARQ as the error correction

scheme. However, as stated in Chapter 2, such latency is unacceptable for interactive

applications. Therefore, FEC is the better-suited alternative.

Unfortunately, as has been shown in Chapter 2, FEC's ability to recover is strictly

• dependent on the loss characteristics of the underlying network, and cannot cape with
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• large bursts of packet loss. Our observations concerning the connection between McGill

and NYU demonstrate that large horsts of packet loss do oceur even in high performance

networks. Therefore, FEe's henefit of redueing latency is offset by its inability to

recover from all packet losses.

In Chapter 4, attempts were made to transmit two kinds of audio data: AC-3 and

uncompressed audio. This section concentrates on AC-3, which exhibits less severe 10ss

characteristics due to relatively low bandwidth requirements. In contrast, the packet

losses resulting from the transmission of uncompressed audio can he quite serious, oCten

proving unmanageable for a FEC recovery scheme. However, the same principle of FEC

can he applied ta uncompressed audio if the underlying network is improved in the

future.

Traditional FEC involves exclusive-OR operations [31]. The idea is to send a redundant

packet, every n+1st packet, obtained by exclusive-DRing the other fi packets. This

meehanism cao recover from a single loss in an n packet message. It is a very simple

mechanism, although it increases the send rate of the source by a factor of lin, and adds

latency since fi packets have to he received before the lost packet cao he reconstructed.

Recently, severa! other FEC mechanisms that are designed for transmitting audio and

video over the Internet have been proposed [33,34,35,36,37]. Most of them aIso involve

the idea of layered coding, which was described in Chapters 3 and 4. Based on tbis

previous research, an FEe scheme for the AC-3 audio stream is now proposed.

•
70



• As introduced in Chapter 2, the default rate of AC-3 is 384Kbps. However, it is possible

to generate AC-3 with either higher or lower bit rates in order to obtain different audio

quality. For example, the Dolby Encoder DP569 is able to generate an AC-3 stream. at

640kps, 320kps and 256kps, 128kps. In Chapter 4, it was mentioned tbat AC-3 data is

typically embedded in an AESIEBU stream and it is possible to extract the AC-3 stream;

for the following discussion, we assume that the raw AC-3 data has already been

extracted.

Figure 5.1 demonstrates our proposed FEC scheme for AC-3. The audio source is

encoded into multiple AC-3 streams at different bit rates, stored in separate audio buffers.

The packet-send engine is a software module that generates AC-3 data packets. For eacb

data packet n, its payload field is divided ioto two parts. The fICst stores the AC-3 data at

its highest bit rate C640kps) for the nth data packet, while the second stores the AC-3 data

of packets o-m to 0-1 at a lower bit rate Ce.g. 320 kps). If data is lost during transmission,

the receiving system will wait for the next received packet and replace the lost packets

with the redundant component from the newly arrived packet. Such a system is able to

recover from a packet 10ss involving up to m-l packets.

•
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Figure 5.1. AC-3 transmission with FEe

•

However, one should realize that this design has severallimitations. Since the value of m

determines the maximum recoverable packet Ioss, any greater loss cannot he sustained

without error. While this might suggest using a larger value of~ increasing this value

aIse increase the consumption of bandwidth, which in turo increases the possibility of

further packet loss. Besides the value of fi, the bit rates for the redundant data can also

he changed as long as they are lower than the default bit rate. In general, the relation of

cost (overhead bandwidth introduced by redundant data) and reward (maximum packet

recovery) has to he evaluated carefully in order to obtain the optimal solution.
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• The usage of AC-3 with multiple bit rates requires the AC-3 decoder at the receiving end

to have the ability of dynamically decoding AC-3 data with various bit rates in real time.

WhiIe the Dolby Decoder DP562 does not support this functioD9we believe that it would

not be difficult to develop a software AC-3 decoder to do so as the decompression of AC

3 does not require a lot of CPU power.

The packet-receive engine in Figure 5.1 sends the control information9such as the degree

of network congestion and the recovery rate under the current FEC settings9back to the

packet-send engine. Based on tbis feedback9the packet-send engine is able to change the

FEC settings dynamically in order to obtain the best cost-reward balance. For example9if

the observed packet loss is smaU, each packet can carry less redundant data. On the other

hand9 if network congestion leads ta large packet losses9we can increase the value of m

while decreasing the bit rate of the redundant data9or perhaps9 the bit rate of the original

data.

The previous sections describe a possible design of an audio transmission system that bas

very low latency while still allowing for efficient recovering from packet loss. Although

it is designed for an AC-3 audio stre~ the same principle cao easily he applied to other

media such as uncompressed audio or various video formats. Of course, the

implementation is strictly dependent on the type of data being transmitted and the

characteristics of the underlying network.

•
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